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General Chairs’ Message

It was our great pleasure to extend a cordial welcome to all the attendees of
the 6th International Workshop on Distributed Computing (IWDC 2004) held
at the Indian Statistical Institute, Kolkata (formerly Calcutta) on December
27–30, 2004. In the previous five years, this meeting was held in Jadavpur Uni-
versity, University of Calcutta and at the Indian Institute of Management, Cal-
cutta. We hope that IWDC 2004 continued the tradition of providing a forum
for fruitful interactions among the participants from academia, government or-
ganizations and industry, coming from 12 different countries around the world.

We express our sincerest thanks to the keynote speakers, Guru Parulkar and
Michel Raynal, who kindly agreed to speak on frontier topics in networking
and distributed computing. Our thanks are also due to Amar Mukherjee, for
delivering the Prof. A.K. Choudhury Memorial Lecture, and to N. Vittal for
delivering the banquet speech.

We are immensely grateful to both Nabanita Das and Arunabha Sen for
performing an outstanding job as the technical program chairs. With the help
of an excellent committee of international experts, they followed very stringent
criteria for selecting only the very best technical papers out of a large number
of submissions in order to maintain the high quality of the workshop.

We would also like to thank Somprakash Bandyopadhyay for arranging four
tutorials on exciting topics by eminent researchers – Biswanath Mukherjee,
Archan Misra, Jiannong Cao and Mohan Kumar. We believe that the partic-
ipants, particularly young researchers and students, highly benefited through
these tutorials. Thanks are also due to Bishnu Pradhan for arranging a very in-
teresting panel discussion on the role of distributed computing and networking in
food distribution. We are also thankful to all the panelists for their participation.

Our sincere thanks are due to K.B. Sinha, Director of the Indian Statistical
Institute, for co-sponsoring this workshop as well as providing both financial and
infrastructural supports. We gratefully acknowledge the support of the Depart-
ment of Science and Technology, Ministry of Communication and Information
Technologies, All India Council of Technical Education, DRDO, BSNL, Reserve
Bank of India, Council of Scientific and Industrial Research, Hewlett-Packard,
Tata Consultancy Services, Cognizant Technology Solutions, Interra Systems,
and Interra Information Technologies in sponsoring this event, without which
the workshop could not have been organized on this scale.

We are grateful to all the members of the local organizing committee, consist-
ing of Krishnendu Mukhopadhyaya (chair), Bhargab B. Bhattacharya, Jayasree
Dattagupta, Susmita Sur-Kolay, Subhas C. Nandy, Chandan Mazumdar, Swapan
Bhattacharya, Ujjwal Moulik, Buddhadeb Sau, Nabendu Chaki, Debasish Saha
and Partha Bhowmik. Special thanks are also due to Sandip Das (finance chair),
Srabani Mukhopadhyaya (publication chair), and the publicity team comprising
Mandar Mitra (chair), Mainak Chatterjee and Jiannong Cao, for providing their
excellent service to make this workshop a grand success.
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Last, but not least, thanks to all the participants and authors. We hope that
they enjoyed the workshop as much as the wonderful and culturally vibrant city
of Kolkata!

Bhabani P. Sinha
Indian Statistical Institute, Kolkata, India
December 2004

Sajal K. Das
University of Texas, Arlington, USA
December 2004



Program Chairs’ Message

On behalf of the Technical Program Committee of the 6th International Work-
shop on Distributed Computing, IWDC 2004, it was our great pleasure to wel-
come the attendees to Kolkata, India.

Over the last few years, IWDC has emerged as an internationally renowned
forum for interaction among researchers from academia and industries around
the world. A clear indicator of this fact is the large number of high-quality
submissions of technical papers received by the workshop this year.

The workshop program consisted of 12 technical sessions with 54 contributed
papers, two keynote addresses, four tutorials, a panel, a poster session and the
Prof. A.K. Choudhury Memorial Lecture. The IWDC Program Committee, com-
prising 38 distinguished members, worked hard to organize the technical pro-
gram. Following a rigorous review process, out of 157 submissions only 54 pa-
pers were accepted for presentation in the technical sessions; 27 of the accepted
papers were classified as regular papers and the remaining 27 as short papers.
Another 11 papers were accepted for presentation in the poster session, each
with a one-page abstract appearing in the proceedings.

It is needless to mention that behind the success of any such event, there
lies the considerable time, effort and devotion of many individuals. We would
like to thank all of them, their contributions nurtured this workshop from its
very inception. Firstly, we wish to thank the entire program committee for the
excellent job it did in organizing the technical sessions. Special thanks are due to
all the reviewers for their commitment in reviewing the papers within a very short
time. The names of the reviewers who were not program committee members
are listed later in the organization pages of this proceedings. Please accept our
apologies for any errors or omissions in the list.

We are indebted to Sukumar Ghosh for arranging two exciting keynote
speeches and the Prof. A.K. Choudhury Memorial Lecture. We would like to
thank Somprakash Bandyopadhyay for organizing four excellent tutorials on
cutting-edge technologies. Thanks are due to Bishnu Pradhan for organizing
the panel on a topic of immense national importance.

We wish to acknowledge the continuous help and tremendous support pro-
vided by the research fellows of the Advanced Computing and Microelectron-
ics Unit of the Indian Statistical Institute. Without their collective efforts this
workshop would not have taken place. Special thanks go to the publication chair,
Srabani Mukhopadhyay, for her superb job in compiling the proceedings.

Last, but not least, we would like to thank the general chairs of the work-
shop, Sajal K. Das and Bhabani P. Sinha, for giving us immense support and
encouragement throughout this period.

Once again, we hope all delegates enjoyed the historic and eclectic city of
Kolkata. We hope the reader will see that the Technical Program of IWDC 2004
was an enjoyable and invigorating one.
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Arunabha Sen
Arizona State University, Tempe, USA
December 2004

Nabanita Das
Indian Statistical Institute, Kolkata, India
December 2004
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The Next Chapter in Networking Research:
Evolutionary or Revolutionary?

Guru Parulkar
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gparulka@nsf.gov

Abstract. Starting with the invention of packet switching in 1960s, the
networking research community has made tremendous contributions to-
wards creation of the Internet and its continued growth on various fronts.
Clearly the Internet has emerged to be a very critical infrastructure for
all aspects of our modern society. However, the Internet also suffers from
serious limitations for its expanding role in the society.

Success of the Internet and its continued limitations have been a dou-
ble edged sword for the research community: it has led to numerous new
research opportunities and challenges, and at the same time, the success
has severely limited research community’s ability to influence Internet
evolution during the past several years.

NSF and members of the research community have been inventing
ways to continue the pace of network innovation to ensure continued
evolution of Internet as well as to develop disruptive new networking
technologies and solutions that would take us beyond Internet and serve
the society for the next several decades.

In this talk, firstly a context for networking research will be provided
and then several key NSF programs are outlined, that are aimed at keep-
ing the pace of networking innovation high and enrich the next generation
networking infrastructure.
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Abstract. The classical Ricart-Agrawala algorithm (RA) has long been
considered the most efficient fair mutual exclusion algorithm in dis-
tributed message-passing systems. The algorithm requires 2(N −1) mes-
sages per critical section access, where N is the number of processes in
the system. Recently, Lodha-Kshemkalyani proposed an improved fair
algorithm (LK) that requires between N and 2(N −1) messages per crit-
ical section access, and without any extra overhead. The exact number of
messages depends on the concurrency of requests, and is difficult to prove
or analyze theoretically. This paper shows the superior performance of
LK over RA using extensive simulations under a wide range of critical
section access patterns and network loads.

1 Introduction

Mutual exclusion is a fundamental paradigm in computing. Over the past two
decades, several algorithms have been proposed to achieve mutual exclusion in
asynchronous distributed message-passing systems [2, 8]. Designing such algo-
rithms becomes difficult when the the requirement for “fair” synchronization
needs to be satisfied. The commonly accepted definition of fairness is that re-
quests for access to the critical section (CS) are satisfied in the order of their
logical timestamps [4]. If two requests have the same timestamp, the process
identifier is used as a tie-breaker. Lamport’s logical clock [4] is used to assign
timestamps to messages to order the requests. The algorithm to update the
clocks and to timestamp requests keeps all logical clocks closely sychronized. A
fair mutual exclusion algorithm needs to guarantee that requests are accessed in
increasing order of the timestamps. Of the many distributed mutual exclusion
algorithms, the only algorithms that are fair in the above context are Lamport
[4], Ricart-Agrawala (RA) [7], and Lodha-Kshemkalyani (LK) [5].

The performance metrics for mutual exclusion algorithms are the following:
the number of messages, the synchronization delay, the response time, and the
waiting time. Others such as the throughput can be expressed in terms of the
above metrics and inherent characteristics of the programs – such as the CS
execution time, and the time spent executing non-CS code. For a system con-
sisting of N processes, let d denote the time for a message hop and css, the time

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 2–15, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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spent executing the CS. The lower bounds on the waiting time T, the response
time (which is T + css), and the synchronization delay are 2d, 2d + css, and
d, respectively, for both the Lamport [4] and the RA [7] algorithms. The mes-
sage complexity of Lamport is 3(N − 1) messages per CS access. The message
complexity of RA is 2(N − 1) messages per CS access. The RA algorithm has
been considered a classic in mutual exclusion algorithms, since 1983. It has been
presented in many textbooks on distributed algorithms and distributed systems.

Recently, Lodha and Kshemkalyani proposed an improved algorithm (LK)
[5], over the RA algorithm. This algorithm uses the same model as RA, but has
a message complexity between N and 2(N−1) messages per CS access. All other
metrics measure the same as or better than those of RA. The exact number of
messages per CS access depends on the concurrency of the requests being made.

The improvement achieved by LK is difficult to determine theoretically or
analytically. In this paper, we show via simulations that the performance of LK
is better than that of RA. We consider two performance measures – the number
of messages and the waiting time, to access the CS. As the response time can be
derived from the waiting time, we view the waiting time as a more fundamental
measure than the response time. The simulations study the performance of the
algorithms under a wide range of requesting patterns (high load and low load),
and under a wide range of program behaviors (time spent executing the CS).
The study also accounts for a wide range of network dimensions and loads.

2 Overview of RA and LK Algorithms

The system model assumes there are N processes in the error-free asynchronous
message-passing system. Message transit times may vary. Channels are FIFO. It
is assumed that a single process runs on each site. So a site is synonymous with
a process. A process requests a CS by sending REQUEST messages and waits
for appropriate REPLY messages from the other processes. While a process is
waiting to enter the CS, it cannot make another request to enter CS. Each process
executes the following loop forever: execute the noncritical section, request to
enter the CS, wait to get permission, execute the CS. In each iteration, the three
durations are denoted NCSS, Waiting, and CSS. The time relations among the
durations, and λ, the mean inter-request time, are shown in Fig. 1.

2.1 Ricart-Agrawala’s Algorithm [7]

1. When a process Pi wants to enter the CS, it sends a timestamped REQUEST
message to the other processes.

2. When a process Pj receives a REQUEST from Pi, it sends a REPLY to Pi

if (i) Pj is not requesting nor executing the CS, or (ii) Pj is requesting with
lower priority. Otherwise, Pj defers Pi’s request.

3. Pi can enter the CS after it receives a REPLY from all other processes.
4. When Pi exits its CS, it sends as REPLY to all the processes whose requests

it had deferred (step 2).
Thus, there are exactly 2(N − 1) messages exchanged per CS access.
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Fig. 1. The relationships among CSS, NCSS, λ, and Waiting time at a process

2.2 Lodha-Kshemkalyani Algorithm [5]

The LK algorithm assumes the same system model as that of RA but reduces
the number of messages required per CS access. To realize this objective, LK
uses three types of messages and a queue, the Local Request Queue (LRQ),
which contains “concurrent requests”.

Concurrent Requests: Consider two requests Ri initiated by process Pi and
Rj initiated by process Pj . Ri and Rj are concurrent iff Pi’s REQUEST is
received by Pj after Pj has made its REQUEST and vice versa.

Concurrency Set: The concurrency set of request Rk
i , the kth request made

by Pi, is defined as: CSeti(Rk
i ) = {Rj |Ri is concurrent with Rj}

⋃
{Ri}. As

a single request by Pi can be outstanding at a time, we simply use CSeti to
denote its concurrency set.

Three types of messages are used by the LK algorithm: REQUEST, REPLY,
and FLUSH. The REQUEST message contains the timestamp of the request.
The REPLY and FLUSH messages contain the timestamp of the last completed
CS access by the sender of that REPLY or FLUSH message. The REQUEST and
REPLY messages hold a different significance from that in the RA algorithm,
and have substantially enhanced semantics! FLUSH is the extra type used by
the LK algorithm to achieve the savings in the messages. We emphasize that
the size of messages used by LK is the same as that used by RA. The savings in
the number of messages is not at the cost of any other parameter. The following
observations indicate how the savings are achieved.

Observations

1. All requests are totally ordered by priority, similar to the RA algorithm.
2. A process receiving a REQUEST message can immediately determine

whether the requesting process or itself should be allowed to enter the CS
first.

3. Multiple uses of the REPLY message:
– It acts a reply from a process that is not requesting.
– It acts a collective reply from processes with higher priority requests.



Performance of Fair Distributed Mutual Exclusion Algorithms 5

The REPLY (Rj) message from Pj indicates that Rj is the latest REQUEST
for which Pj executed the CS. This indicates that all requests that have prior-
ity greater than that of Rj have finished CS and are no longer in contention.
When a process Pi receives REPLY (Rj), it can remove those REQUESTs
whose priority ≥ priority of Rj , from its local request queue (LRQi). Thus,
REPLY (Rj) is a logical reply that denotes a collective reply from all pro-
cesses that had made higher priority requests than or equal to Rj .

4. Multiple uses of FLUSH message: A FLUSH message is sent by a process
after executing the CS, to the concurrently requesting process with the next
highest priority (if it exists.) When entering the CS, a process can determine
the state of all other processes in some consistent state with itself. Any other
process is either requesting CS access and its (lower) priority is known, or
it is not requesting. After executing CS, Pi sends a FLUSH(Ri) message
to Pj which is the concurrently requesting process with the next highest
priority. FLUSH(Ri) is a logical reply that denotes a collective reply from
all processes that had made higher priority requests than or equal to Ri.

5. Multiple uses of REQUEST message: A process Pi that wants to invoke CS
sends a REQUEST message to all other processes. On receipt of a REQUEST
message, a process Pj that is not requesting sends a REPLY message imme-
diately. If process Pj is requesting concurrently, it does not send a REPLY
message. If Pj ’s REQUEST has a higher priority, the received REQUEST
from Pi serves a reply to Pj . Pj will eventually execute CS (before Pi) and
then through a chain of FLUSH/REPLY messages, Pi will eventually receive
a logical reply to its REQUEST. If Pj ’s REQUEST has a lower priority than
Pi’s REQUEST, Pj likewise awaits Pi’s logical permission via a chain of
FLUSH/REPLY messages.

RA-Type Messages: The REPLY messages sent by concurrently requesting
processes in RA, but not in LK (where LRQ prioritizes concurrent requests).

3 Objectives of Simulation

The total number of messages used for a particular CS access is 2N − |Cset|,
where Cset is the concurrency set of that CS access request [5]. This is because
there are N − 1 REQUEST messages, (N − 1)− |Cset| REPLY messages, and 1
FLUSH message. The number of concurrent requests potentially depends on: the
number of processes, inter-request time, time spent in the CS, and the propaga-
tion delay. The actual number of messages in a real system is difficult to analyze
theoretically. The objectives of the simulation are as follows.

– To measure the message overhead of LK, per CS access, under a wide range
of requesting conditions and network conditions. The message overhead of
RA is always 2(N − 1) messages per CS access.

– To compare the waiting time of RA and LK under varying requesting and
network conditions.
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3.1 Simulation Parameters

Input Parameters
1. Number of Processes (N): As N increases, and assuming that the mean

inter-request time is not changed, there are more requests for the CS. This
affects the concurrency set and waiting time also increases. Hence N is an
important parameter. By varying N , we also study scalability. On the Intel
Pentium 3 with 128 MB RAM used for the simulation, up to 45 processes
could be simulated. Note that the earlier comprehensive performance study
of distributed mutual exclusion algorithms assumed only 21 processes, and
did not test for sensitivity to N [2].

2. Inter-request Time (λ): Inter-request time is the time between generating
two requests by a process. This parameter is exponentially distributed with
λ as the mean. As processes begin requesting more furiously (λ decreases),
there will be more requests, the probability of concurrent requests is higher,
and hence a reduction in the number of messages per CS access. λ directly
affects the concurrency set. Also, the inter-request time is related to the
waiting time, propagation delay and CSS (see Section 3.2), and is therefore
of interest. The typical values of the mean λ used in the simulations range
from 10−4s to 10s.

3. Critical Section Sitting Time (CSS): The critical section sitting time is
the amount of time a process executes in the critical section. It is modeled as
an exponential distribution with a mean of CSS. It is difficult to analyze how
the concurrency set is affected by CSS. However, CSS impacts the waiting
time (see Section 3.2). Also, a process cannot request when executing the
CS. This puts a bound on how frequently a process can request the CS. The
values of the mean CSS used in the simulations range from 10−7s to 10−3s.

4. Propagation Delay (D): The link propagation delay is the time elapsed
while propagating a message from one process to another over the network.
Realistic systems inherently exhibit this delay, and the waiting time at a
process depends on this delay. The network is a complex entity to model [3].
As we would like to consider a single parameter to characterize (i) physical
network size and/or distances, (ii) speed for all the links, and (iii) congestion,
we model transmission time as an exponential distribution about the mean,
D, as representative of all links. This distribution can also approximate TCP
delays [1]. While simulating the mutual exclusion algorithms, we only im-
plicitly model this parameter D because, (i) it follows the same distribution
as CSS, and (ii) the occurrence of this delay D is tightly coupled with the
CSS (see Section 3.2). Rather, we assume that CSS implicitly includes D.
Note that the earlier comprehensive performance study of distributed mutual
exclusion algorithms did not model this delay [2].

Output Parameters

1. Normalized Message Complexity (Mnorm): The normalized message
complexity is ((total number of messages exchanged per CS access) / N).
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2. Waiting Time (T ): The waiting time is the time a process has to wait
to enter the CS after requesting the CS. The LK algorithm uses LRQ to
track the concurrent requests at each process. By having to wait for fewer
replies, LK’s waiting time decreases with respect to RA but enqueuing and
dequeuing may add some time overhead.

3.2 Inter-relation Amongst CSS, λ, T , and D

– The mean inter-request time λ equals the mean critical section sitting time
(CSS), the mean waiting time (T ), and the mean noncritical section time
(NCSS), as seen from Fig. 1. Further, T is a function of the CSS, D, the
concurrency set, and the mutual exclusion algorithm used. Thus,
λ = CSS+NCSS+T = CSS+NCSS+f(CSS,D,Cset,ME. algorithm)
λ, CSS, and D are assumed to be the means of exponential distributions.
Hence, propagation time can be viewed as being incorporated in CSS.

– λ > CSS because a process cannot request when executing the critical
section and the rate of CS executions cannot exceed the rate of request
generation. If we allow the processes to request while executing the critical
section, those requests will be lost. As a result, the input distribution of CS
requests will no longer remain exponential.

– The total waiting time of the system is directly proportional to CSS and D.
As CSS increases, system-wide waiting time also increases. The average-case
waiting time Tavg = (|CSet|/2)(CSS +D). This equation also justifies why
the propagation delay D can be viewed as being incorporated within CSS.

The above points explain how the value of λ is constrained by CSS, D, and T .

4 Simulation Results

4.1 Experimental Setup

The LK and RA algorithms were implemented in C using the simulation frame-
work of OPNET [6]. We report three experiments, in which we test the perfor-
mance for various combinations of the input parameters N , CSS, λ.

1. The number of messages exchanged in the system was measured for multiple
settings of the tuple (N , CSS), as the mean inter-request time (λ) is varied.

2. The number of messages exchanged in the system was measured for multiple
settings of the tuple (CSS, λ), as the number of processes (N) increased.

3. The average waiting time (T ) in the system was measured for both the
LK and RA algorithms, for different settings of the tuple (CSS, λ), as the
number of processes (N) was varied.

The machine used for simulation is an Intel Pentium 3 with 128 MB of RAM.
For each simulation run, statistics were collected for 1000 CS requests per pro-
cess, which amounted to a minimum of 10,000 requests and a maximum of 45,000
requests. For each simulation run, the statistics collected for the initial 10% re-
quests were discarded to eliminate the effects of startup. Each statistic reported
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in the results is an average of the statistics of ten simulation runs with different
seeds. Propagation delay (D) was implicitly accounted for (Section 3).

The ranges and distributions of the three input parameters were discussed in
Section 3.1. Based on the observations (Section 3.2), the range of λ is adjusted
based on the value of CSS (and D).

To present the results on message overhead, following statistics are collected.
1. Total number of requests messages in the system after steady state. (Mreq)
2. Total number of messages in the system after steady state. (Mtot)

For each experiment, the normalized message complexity is reported as Mnorm =
Mtot/Mreq. For RA, Mnorm = 2. Mnorm for KS will vary from 1 to 2.

4.2 Expt. 1: Impact of Inter-request Time (λ) on Message
Overhead

The worst-case message complexity of the LK algorithm is the same as that of
RA. However, on an average, LK performs better than RA. Here, the goal is to
study LK’s message overheadMnorm as the processes request more furiously. The
simulations were performed for 20 settings of the tuple (N , CSS) while varying
λ from 10−4 to 101. The settings were formed by taking all combinations of the
values of N : 10, 20, 30, and 40, and the 4 values of CSS: 10−7, 10−6, 10−4, and
10−3. The results are plotted in Figs. 2, 3, 4, and 5.

Fig. 2: SP11(10, 10−7), SP12(10, 10−6), SP13(10, 10−4), SP14(10, 10−3)
Fig. 3: SP21(20, 10−7), SP22(20, 10−6), SP23(20, 10−4), SP24(20, 10−3)
Fig. 4: SP31(30, 10−7), SP32(30, 10−6), SP33(30, 10−4), SP34(30, 10−3)
Fig. 5: SP41(40, 10−7), SP42(40, 10−6), SP43(40, 10−4), SP44(40, 10−3)

The mean inter-request time (λ) is varied as per the constraint imposed (see
Section 3.2). As seen from the plots for sets SPx3(N, 10−4) and SPx4(N, 10−3),
there are no data points for λ < 7 × 10−4 and λ < 7 × 10−3 respectively.

Fig. 2. Normalized message complexity vs. inter-request time (SP1x)
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Fig. 3. Normalized message complexity vs. inter-request time (SP2x)

Fig. 4. Normalized message complexity vs. inter-request time (SP3x)

Observations
– As the value of λ increases, the value of Mnorm increases but is still lower

than the value for RA, which is 2. With an increase in the value of λ, the
concurrency set grows sparse. This results in more number of messages of
RA-type being exchanged. Thus, LK performs much better when the load
on the system is heavier, conforming to the expression, 2N − |Cset|, for the
message overhead.

– For lower values of N (Fig. 2), as λ increases, there is a jump in the value
of Mnorm which later saturates, and tends towards a value of 1.8. But for
higher N (Figs. 3, 4, 5), Mnorm is lower and follows a smoother curve. The
effect of N on Mnorm is studied in Section 4.3.

– No definite relationship can be readily inferred between CSS and Mnorm.
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Fig. 5. Normalized message complexity vs. inter-request time (SP4x)

Fig. 6. Normalized message complexity vs. number of processes (SC1x)

Thus, we experimentally see how the LK algorithm outperforms RA under
heavy CS request load. Even under light load, LK shows some improvement over
RA.

4.3 Expt. 2: Scalability with Increasing Number of Processes

This experiment studies the message overhead of the LK algorithm as the num-
ber of processes in the system is increased. This also measures scalability. The
simulations were performed for 20 settings of the tuple (CSS, λ) while varying
N from 10 to 45. The settings were formed by taking all combinations of the 4
values of CSS: 10−7, 10−6, 10−4, and 10−3, and the 5 values of λ: 10−4, 10−3,
10−2, 10−1 and 101. The results are plotted in Figs. 6, 7, 8, and 9.
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Fig. 7. Normalized message complexity vs. number of processes (SC2x)

Fig. 8. Normalized message complexity vs. number of processes (SC3x)

Fig. 6: SC11(10−7, 10−4), SC12(10−7, 10−3), SC13(10−7, 10−2), SC14(10−7, -
10−1), SC15(10−7, 1)

Fig. 7: SC21(10−6, 10−4), SC22(10−6, 10−3), SC23(10−6, 10−2), SC24(10−6, -
10−1), SC25(10−6, 1)

Fig. 8: SC31(10−4, 7×10−4), SC32(10−4, 10−3), SC33(10−4, 10−2), SC34(10−4,-
10−1), SC35(10−4, 1)

Fig. 9: SC41(10−3, 7×10−3), SC42(10−3, 10−2), SC43(10−3, 10−1), SC44(10−3,1)
Note from Fig. 9 that SC4x consists of four data sets instead of five as λ > CSS.

Observations

– As N increases, Mnorm decreases first but then levels off. This shows the
scalability of LK. With an increase in N and at a fixed λ, the number of
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Fig. 9. Normalized message complexity vs. number of processes (SC4x)

Fig. 10. Waiting time vs. number of processes (WT1)

concurrent requests increases (load increases), and hence the waiting time
increases. Waiting times will tend to overlap more, as also the non-CSS
reduces. This potentially affects the probability of two processes making
concurrent requests. The exact impact observed on Mnorm is difficult to
explain by theory.

– For low values of N , as N increases, the dip in Mnorm is quite noticable.
However, the curves tend to saturate for N > 30. This suggests that Mnorm

will tend to a steady value as the number of processes increases.
– Another observation which complements the results of Section 4.2 is that, for

lower values of λ, the curves are also lower. Lesser the inter-request time, the
probability that there will be more number of concurrent requests increases.
Consequently the message overhead reduces. As the value of λ increases, so
does the normalized message complexity.
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Fig. 11. Waiting time vs. number of processes (WT2)

Recall from Section 4.2 the propagation delay D is treated as being a part of
CSS. Modeling D independently is beyond the scope of this simulation.

4.4 Expt. 3: Improvement in Waiting Time

This experiment compares the waiting times in the RA and LK algorithms.
Theoretically, it can be predicted that the waiting time of LK is at least as good
as that of RA. This is because the “RA-type” messages are absent in LK, and
hence, a requesting process need not wait to receive REPLY messages from all
the concurrently requesting processes. Specifically, LK has two cases.
– A high-priority process does not have to wait for a REPLY message from a

lower priority process. Under low load, this savings may not be large because
there are not many processes requesting concurrently; thus, there may not be
many lower priority concurrent requests. Under high load, this savings may
not be large because there are many concurrently requesting processes, and
a process may need to wait anyway because there are several higher priority
processes that need to execute their CS before this process can enter its
CS. Hence, not having to wait for the REPLY messages from lower priority
processes may not reduce the waiting time substantially.

– A low-priority process does not have to wait for a REPLY message from all
the higher priority processes. It suffices if the FLUSH/REPLY message with
the immediately higher priority than that of the requesting process, reaches
the requesting process; the LRQ queue would get purged of all higher priority
requests than that on the received REPLY/FLUSH. Here, the reduction in
waiting time may not be high, as also seen from the following scenario.
Assume that Pj ’s request has a higher priority than Pk’s request which
has a higher priority than Pi’s request. Statistically, the probability of a
REPLY/FLUSH sent later by Pk arriving at Pi earlier than the REPLY of
Pj (which would be sent in RA) is low.
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It is difficult to theoretically analyze the improvement in waiting time of LK
over RA. Hence, we simulate both algorithms. The curves in Figs. 10 and 11 are
plotted for the following settings of (CSS, λ), with N varying from 10 to 45.

Fig. 10: WT1(10−6, 10−4)
Fig. 11: WT2(10−7, 10−4)

In the graphs, the RA curve is clearly above the LK curve. Thus, LK gives a
better waiting time than RA. The following observations can also be made.

Observations

– Initially, with a low N , the concurrency set is small. The LK curve follows
the RA curve but is below it because of having to wait for fewer messages.

– As the value of N increases, contention for CS increases. The rate of increase
of waiting time for RA curve remains the same. However, the same decreases
for the LK curve. This behavior can be attributed to the increase in the size
of the concurrency set with increasing N . A larger concurrency set implies
not having to wait for more number of RA-type replies (that will never get
sent in the LK algorithm). Consequently, there is a relative reduction in the
waiting time for LK.

– As N is increased further, however, the two curves start getting closer. The
LK curve runs much more closer to the RA curve for N > 30. This may be
attributed to the fact that there are now more higher-priority processes that
need to execute their CS first. Therefore, not having to wait for the REPLY
messages from lower priority processes as well as (earlier) higher priority
processes is not as effective in reducing the waiting time. Another reason is
that, along with increase in the size of the concurrency set, the number of
enqueue and dequeue operations (for LRQ) at each process also increases.
and their overhead becomes nontrivial.

The simulations show that the waiting time in the LK algorithm is somewhat
lower than in the RA algorithm under all conditions tested.

5 Conclusions

The RA algorithm was the most efficient fair algorithm for distributed mutual
exclusion for about two decades. This paper experimentally studied the perfor-
mance of the recently proposed LK algorithm, and showed that it outperforms
the RA algorithm in both message complexity and waiting time, without com-
promising on fairness or any other metrics.
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Abstract. Fault tolerance is important for a distributed system to in-
crease its reliability and throughput. Checkpoint and recovery protocols
have been proposed as fault tolerance for non-critical applications. The
performance of checkpoint and recovery protocols plays an important
role in the overall performance of a distributed system. The performance
of these protocols depends on system characteristics as well as an ap-
plication characteristics. In this paper, we propose a novel technique
to automatically identify the checkpoint and recovery protocol which is
likely to perform the best for a given system and an application the sys-
tem is currently running. We present experimental results to show that
the scheme can efficiently determine a suitable checkpoint and recovery
protocol for many applications.

1 Introduction

Fault tolerance techniques are employed in distributed systems to enhance sys-
tem reliability and performance [1]. Fault tolerance through backward error re-
covery is popular in non-critical distributed systems. However, all checkpoint
and recovery protocols have their own overheads in the form of time and space
needed for checkpointing, time to recover in case of a fault, and the amount of
loss of computation due to rollback during recovery. These overheads differ for
different protocols. A checkpoint and recovery protocol is expected to impose
low checkpointing overhead in terms of time and space, low recovery overhead,
and yet save most of the useful computation by the application processes. The
throughput of a distributed system depends upon the performance of its check-
point and recovery protocol.

However, the overheads incurred by a checkpoint and recovery protocol are
dependent on many system and application characteristics, and judicious choice
of parameters of the protocol. The set of parameters which affect the overheads
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of a checkpoint and recovery protocol can be divided into three broad categories
[6]: (i) system parameters, which include link characteristics like bandwidth,
message drop rate etc stable storage latency, and fault frequency, (ii) application
parameters, which include process count, checkpoint size, application message
size, and communication pattern, and (iii) protocol parameters which include
the exact checkpoint and recovery protocol used and checkpointing frequency.
However these overheads are interrelated in the sense that trying to reduce one
may increase the other. For example, if the fault frequency of a system is low,
it makes sense to take checkpoints less frequently to reduce the checkpointing
overhead, as most of the checkpoints will not be used anyway if faults do not
occur for a large period of time. However, choosing a low checkpointing frequency
may result in a large loss of computation in case a fault does happen.

Present day distributed systems which use backward error recovery employ
a pre-selected checkpoint and recovery protocol, which remains static through-
out the life of the system. To improve the throughput and utilization of system
resources, it is important to choose a checkpoint and recovery protocol which
performs the best for a given distributed system as well as for the application it
is running. Since a distributed system may execute different distributed applica-
tions at different times, a statically configured checkpoint and recovery protocol
cannot give the best performance for all the applications that it may run. The
system should automatically identify a checkpoint and recovery protocol and its
parameters which are likely to produce the best performance with the changes
in application characteristics and then dynamically employ it. In this paper, we
present a scheme to automatically determine the best checkpoint and recovery
protocol for a given application by matching its characteristics with a database
of pre-simulated application scenarios. The crucial part of the scheme is a novel
technique to match the communication patterns of two distributed applications.
At the heart of this technique is a new graph similarity problem. We present some
results of extensive experiments to show that the correct checkpoint and recovery
protocol can be chosen dynamically by this method for a variety of applications.

The rest of the paper is organized as follows. Section 2 discusses a system
architecture required for identification of a checkpoint and recovery protocol
suitable for the running distributed application. Section 3, presents a technique
for matching two communication patterns. The results of the experiments are
discussed in Section 4. Finally, Section 5 presents some concluding remarks.

2 System Architecture

A decision system attached to the distributed system enables it to automat-
ically identify the best checkpoint and recovery protocol and its parameters
for the application currently running, from a pool of protocols available to the
system. The decision system ‘observes’ the application and decides/suggests a
checkpoint and recovery protocol. The decision system has at its disposal a CR
performance database. The attributes for the database are (1) link bandwidth,
(2) fault frequency, (3) stable storage latency, (4) process count, (5) checkpoint



18 H.S. Paul, A. Gupta, and A. Sharma

size, (6) application message size, (7) communication pattern, (8) checkpoint
protocol, (9) checkpoint frequency, (10) checkpoint protocol overhead (C), (11)
recovery protocol overhead (R), and (12) average computation waste (W ). The
CR performance database can be a publicly available database which contains
performance data for a wide variety of system, application, and checkpoint and
recovery protocol parameters. The database can be built up by simulating dif-
ferent checkpoint and recovery protocols on a wide range of applications and
under different system characteristics by a simulator like dPSIM[6].

The system characteristics are predefined or can be estimated for a given dis-
tributed system, and therefore are statically configured into the decision system.
The application characteristics can be estimated at runtime. For example, the
communication pattern can be captured at runtime by capturing the messages
at the communication layer. The decision system then searches the CR perfor-
mance database for records having system and application characteristics (the
first seven attributes) which match closely with those of the application currently
running in the system. The checkpoint and recovery protocol and checkpointing
interval (the 8th and 9th attributes respectively) of the record with the lowest
overhead are suggested. The definition of the lowest overhead may depend upon
user preference. For example, a user may prefer to reduce the checkpointing
overhead only.

Finding close matches for all the system and application parameters except
the communication pattern is simple and straightforward since they are all in-
teger/real values. A communication pattern is the log of all send and receive
activities by the distributed application and there is no straightforward, trivial
way to compare two such patterns. In Section 3, we present a scheme to match
two communication patterns that produces a positive integer value between 0
and 1, where a value closer to 1 indicates a closer match. Given this scheme, we
can define the following notion of similarity between two distributed applications:

Definition 1. A pair of distributed applications is said to be (φ, ψ)-similar to
each other if,

1. For each of the features link bandwidth, fault frequency, stable storage la-
tency, process count, checkpoint size, and application message size, if f1 is
the value of the feature in the first application and f2 is the value in the
second, then |f1 − f2| ≤ φ× f1 (0 ≤ φ ≤ 1)

2. The communication patterns of the two applications match with value ψ or
higher (0 ≤ ψ ≤ 1).

The values of φ and ψ can be configured for the system based on the level of
accuracy needed. Note that with φ = 0 and ψ = 1, two applications will match
only if they match exactly in all the attributes.

3 Communication Pattern Matching

A communication pattern of a distributed system consisting of n processes, is
an ordered set of events logged with respect to their time-stamps. In a message
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passing distributed system we consider two events logged in the communication
pattern - send and receive events. We assume the communication pattern is
logged with respect to a tightly synchronized clock.

There are several issues related to the problem of communication pattern
matching. Consider the case when an application communication pattern is to
be matched with some reference communication pattern. Even though the basic
application that generated both the reference and the application communica-
tion patterns may be the same, but in one case, say for the generation of the
application pattern, the processes in the system may have been slow. Therefore,
the application communication pattern will be stretched out in time. Differences
in delays can also cause two patterns, generated from the same application, to
appear different. The complexity of the problem is further compounded by the
fact that the nature of the communication pattern of a distributed application
drastically varies with the number of processes it uses. Therefore, a communica-
tion pattern matching technique should identify similar patterns, and not only
same patterns.

We first assume that the number of processes is n in both the reference
and the application communication patterns. We shall later discuss how this as-
sumption can be relaxed. To match a reference communication pattern and an
application one, we can model each pattern as a weighted directed graph with n
nodes, where each node represents one process. An edge indicates communica-
tion from the source node to the sink node and the edge weight represents the
number of messages sent from the source node to the sink node in the entire pat-
tern. We can then measure the similarity between the two graphs. Thus, some
measure of similarity between two weighted directed graphs have to be defined,
and algorithms to find the similarity measure between the two graphs need to
be developed. This is first addressed in Section 3.1.

3.1 The Weighted Directed Graph Similarity Problem

A weighted directed graph G can be defined as G = {VG, EG,W}, where VG is
the set nodes of G, EG is the set of edges, and W is an weight function such
that W : EG → �. The graph similarity problem can be stated as follows. Given
two weighted directed graphs, we need to find a node-map between the graphs
under which the difference between them is minimum among all possible node
maps between the two graphs. To quantify the difference between two graphs,
we introduce a similarity measure for a pair of weighted directed graphs,

Definition 2. Given two weighted directed graphs G and H and a node map
Π between them, the ε-edge similarity measure, Rε

Π
(vi, vj), for a pair of nodes,

vi, vj of G, where 0 ≤ ε ≤ 1, is defined as follows:

Rε
Π (vi, vj) = 0 if (vi, vj) ∈/ EG ∧ (Π(vi), Π(vj)) ∈/ EH

= +1 if (vi, vj) ∈ EG ∧ (Π(vi), Π(vj)) ∈ EH

∧ |W (vi, vj) − W (Π(vi), Π(vj))| ≤ εW (vi, vj)

= −1 otherwise.
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The ε factor in the ε-edge similarity measure implies a relative closeness
measure between the corresponding edges. Let eG be an edge in G and eH be
the corresponding edge (under some node map Π) in H. If (1 − ε)W (eG) ≤
W (eH) ≤ (1 + ε)W (eG), then we say that the edge matches and we assign a
reward of 1. Otherwise, we consider the edge to mismatch and impose a penalty.
By varying ε, we can make the match tight or slack.

Definition 3. Given two weighted directed graphs G and H and a node map
Π between them, the mapped ε-similarity measure, Iε

Π
, between two weighted

directed graphs G and H, under the given node map Π, is defined as follows:

Iε
Π

=
1
2

(
1 +

∑vi,vj∈VG

i �=j Rε
Π

(vi, vj)∑vi,vj∈VG

i �=j |Rε
Π

(vi, vj)|

)

It can be easily shown that 0 ≤ Iε
Π
≤ 1.

Definition 4. Given two weighted directed graphs G and H the ε-similarity
measure, Iε, is defined as the maximum of Iε

Π
over all possible node maps Π.

Note that the well known graph isomorphism problem can be easily reduced
to this weighted directed graph similarity problem by replacing each undirected
edge by two directed edges of weight 1 in opposite directions and choosing ε =
0. The undirected graph is isomorphic if and only if the similarity measure
between the corresponding weighted directed graphs is 1. Intuitively the graph
similarity problem is harder than the graph isomorphism problem. Below we
present two heuristics for computing graph similarity between a pair of weighted
directed graphs. Since we are only interested in discovering similar patterns, we
try to design heuristics which should be able to distinguish between similar and
dissimilar graphs, and should return a high similarity value for similar graphs.
We are not interested in finding an accurate similarity measure for graph pairs
which are too much different anyway and we expect a very low value for them
(which may be lower than the actual similarity measure).

3.2 Heuristics for the Graph Similarity Problem

The heuristics developed for graph similarity are primarily based upon the node
invariant and the node neighborhood heuristics [2, 7]. A node invariant is a value
i(v) of a node v such that if there is an isomorphism which maps v to u, then
i(v) = i(u). However, the converse is not true. We use a four tuple as the node
invariant property which includes indegree, outdegree, the total weight of the
in-coming edges, and the total weight of the out-going edges.

Neighborhood Based Heuristic: The neighborhood based heuristic is de-
signed on the assumption that for a pair of similar graphs G and H and a
node-map Π which produces the highest similarity value between them, the
neighborhood set of a node v in G and that of Π(v) in H are similar. The
nodes with the highest outdegree, amongst the highest indegree nodes, are put
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into one cluster, called the seed cluster. A pair of nodes is chosen, one from
each of the seed clusters corresponding to the two graphs. We call this node
pair seed nodes. Minimum spanning trees are constructed with the seed nodes
as roots. Nodes at distance of 1 hop from the seed node are placed in a cluster
called the level-1 cluster, nodes at distance of 2 hops from the root are placed
in level-2 cluster, and so on. In general, nodes at distance of d hops are put
into level-d cluster. Now different permutations of node-maps are tried within
the clusters at the same level. The whole procedure is iterated for all possible
permutations of the seed node-pairs from the seed clusters. In order to reduce
the number of permutations, we also apply some heuristic to exclude the com-
putation of node-maps which match nodes with very different node invariant
values.

Edge Match Based Heuristic: Unlike the previous heuristic, this heuristic
matches an edge at a time. One edge match is equivalent to matching two nodes,
and therefore the aim is to construct node maps faster. The heuristic is shown
in Figure 1.

An edge cluster EH
i is formed by an edge eG

i ∈ EG in Step 1. We shall refer
to eG

i as the seed edge of EH
i . The cluster EH

i consists of edges from H whose
weights are within ε fraction of the weight of the seed edge. The parameter ε is
borrowed from the ε-edge similarity measure defined in Section 3.1. The edges
from the edge cluster will be considered for potential matches with its seed edge.
The edge cluster EH

i is further refined on the basis of the node invariant property.
If the difference between the node invariant values of the source node of the seed
edge eG

i and that of an edge e ∈ EH
i is high, then e is discarded from the cluster

EH
i . Similar refinement is done for sink nodes as well.

The edge clusters are sorted in ascending order of their cardinality. Edges
occurring in a cluster at the top of the sorted list gains preference for matching
over an edge occurring at the bottom. An edge occurring in a cluster toward
the tail of the ordered list SH may be eliminated in Step 8, if the node map it
implies clashes with the node-map already achieved. In the proposed heuristic
we sort EH

i in ascending order of their cardinality. Smaller clusters at the top
of the recursion tree implies less permutations to check, as edges at the bottom
clusters are expected to be eliminated by the edge matching from the top of
the tree. However, this sorting method is not guaranteed to work well for all
types of graphs. We have implemented other sorting methods, which include
ascending/descending order sorting on the edge-weights of the seed edge, and
descending order sorting of the cardinality of the clusters. A combination of these
techniques gives better results.

The parameter fd, in the algorithm described in Figure 1, represents the
factor by which each of the node invariant values of two nodes at most differ
for the nodes to be considered for potential match. As fd → 0, the matching
criterion becomes tighter, and as a result the edge cluster EH

i becomes smaller.
This reduces the number of permutations to be checked, but may miss some
potential better matches.
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Input: Two weighted directed graphs G and H.
Output: m: Similarity measure between G and H, (0 ≤ m ≤ 1)

1. For each edge eG
i = (u, v) ∈ EG:

EH
i = {eH = (p, q) : eH ∈ EH

∧ |W (eG
i ) − W (eH)| ≤ (ε × W (eG

i ))

∧ |indegree(u) − indegree(p)| ≤ fd × indegree(u)

∧ |indegree(v) − indegree(q)| ≤ fd × indegree(v)

∧ |outdegree(u) − outdegree(p)| ≤ fd × outdegree(u)

∧ |outdegree(v) − outdegree(q)| ≤ fd × outdegree(v)}
2. SH = sort

({
EH

i

})
, /* in ascending order of cardinality of the sets */

where SH =
(
SH

1 , SH
2 , . . . SH

|EG|
)

such that (i ≤ j) ⇔ (|SH
i | ≤ |SH

j |);
3. m = EdgeMatch(SH , Φ, 1);
4. Return m;

FUNCTION: EdgeMatch

Input: SH : A set of edge clusters. Π: A set of ordered pair of nodes, representing
node map between G and H. i: Index into the list SH .

Output: m: Similarity measure between G and H, (0 ≤ m ≤ 1)

1. P = Π; m = 0;
2. If (i > |SH |)
3. CG = (u1, u2, . . . , ud), List of unmatched nodes of G;
4. CH = Unmatched nodes of H;
5. For all permutations (v1, v2, . . . , vd) of the nodes in CH

Π = Π
⋃ {(u1, v1), (u2, v2), . . . (ud, vd), };

If (Iε
Π (G, H) > m) m = Iε

Π (G, H) ;
Π = P;

6. Return m;

7. (u, v) = seed(SH
i ); count = 0;

8. For each e = (p, q) ∈ SH
i :

/* Check for node-map clashes */

9. If (∀x �= p : (u, x) ∈/ Π) ∧ (∀x �= u : (x, p) ∈/ Π)
∧ (∀x �= q : (v, x) ∈/ Π) ∧ (∀x �= v : (x, q) ∈/ Π)

Π = Π
⋃ {(u, p), (v, q)};

s = EdgeMatch(SH , Π, i + 1);
If (s > m) m = s;
count = count + 1; Π = P; /* restore old node map */

10. /* A value of 0 of count indicates that no node-map was possible in

this recursion. Then we have to initiate the next recursion */

11. If (count = 0) m = EdgeMatch(SH , Π, i + 1);
12. Return m;

Fig. 1. Edge-match based heuristic
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In the worst case the running time of the heuristic is exponential. But an
upper bound on the number of node maps to be checked is imposed to keep the
runtime within practical limit. In order to avoid computation for useless node
maps, branch-&-bound technique is used.

3.3 The Splicing Algorithm

The representation of an entire communication pattern as a single graph does
not contain any temporal information, and two entirely different communication
patterns having the same number of messages exchanged between the same pairs
of nodes, will be declared as similar. To capture the temporal properties of the
communication pattern, both the reference and the application communication
patterns are divided into small time slices, called splices. A pattern is spliced in
a way such that the start of a splice boundary is either the start of the pattern if
it is the first splice, or it is the same as the end boundary of the previous splice.
The ith splice of the reference pattern and that of the application pattern are
then converted into their corresponding weighted directed graphs and similarity
between them are computed. The measures obtained from all pairs of splices are
then combined to give a combined communication pattern similarity measure as
discussed in Section 3.4.

In the splicing technique we first splice the reference pattern such that all
the splice durations are the same. The level of temporal information captured
depends on the duration of the splices. Splices with larger durations loose more
temporal information, and hence there is more chance of two dissimilar patterns
being classified as similar. Splices with shorter durations means more number
of splices and hence more number of graph similarity measure computations,
resulting in an increase in the running time of the scheme. The application
pattern is then spliced in reference to the splices of the reference pattern such
that the graph similarity measure between the splice pair is maximized. The
end-boundary of the ith splice in the application pattern is obtained in the
following manner. The end boundary of the splice is initially the start boundary.
The end-boundary is then progressively advanced in time, while calculating the
similarity measure between application splice thus achieved and the ith splice of
the reference pattern. The end-boundary is chosen at a point where this measure
is maximum.

The splicing algorithm, shown in Figure 2, is divided into four phases. In the
first phase the reference communication pattern is spliced. In phase II of the
algorithm, it determines whether two applications are likely to be similar. The
estimation is based upon the observation that if two patterns are similar then the
splice durations should have the same proportions and also should have similar
values. The splice duration ratio is defined as the ratio of the time duration of the
application and that of the reference splice. If the splice duration ratio fluctuates
too much (deviation, δr, is high) the patterns are considered to be dissimilar and
a sequence of 0’s is returned. At the end of phase II, we have an estimation of the
splice duration ratio. In phase III the rest of the application pattern is spliced
based on this estimation, such that the new splices have approximately the same
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Input: A reference communication pattern (R) and
an application communication pattern (A).

Output: A sequence of graph similarity measure, M, one for each splice pair.

Phase I:
The reference pattern is spliced arbitrarily into a list of splices: P

R = (R1, R2, . . .),
such that ∀i, j : duration(Ri) = duration(Rj);

Phase II:
1. LOG = Φ;
2. For all Ri : 1 < i ≤ L

c = number of messages in Ri;
start(Ai) = end(Ai−1); T = start(Ai); m = 0;
For each message m, starting from (c − fm × c)th message
to (c + fm × c)th message (from start(Ai)),

end(Ai) = receive time(m);
Gr = graph(Ri); Ga = graph(Ai);
(s, Π) = Iε (Gr, Ga);
If (s > m) T = end(Ai); m = s;

if (m > fI) LOG = LOG
⋃ {node map corresponding to m} ;

end(Ai) = T ; ri = duration(Ai)/duration(Ri);
3. µr = mean of (ri : 1 ≤ i ≤ L) ; δr = deviation of (ri : 1 ≤ i ≤ L);
4. If (δr > fr) then return a sequence of |PR| 0′s and abort;

Phase III:
5. For all Ri : L < i ≤ l

start(Ai) = end(Ai−1); T = start(Ai);
∆i = duration(Ri); m = 0;
For each message m :

receive time(m)∈ [(start(Ai)+∆i(µr − δr)), (start(Ai)+∆i(µr + δr))]
end(Ai) = receive time(m);
Gr = graph(Ri); Ga = graph(Ai);
For all Π ∈ LOG If (Iε

Π (Gr, Ga) > m) m = Iε
Π (Gr, Ga) ;

If (s > m) then T = end(Ai), m = s;
end(Ai) = T ; ri = duration(Ai)/duration(Ri);
if (m > fI) LOG = LOG

⋃ {node map corresponding to m} ;
6. P

A = (A1, A2, . . .);
Phase IV:
7. Π = The highest occurring node-map in LOG;
8. For all Ri : 1 ≤ i ≤ l

start(Ai) = end(Ai−1); T = start(Ai);
∆i = duration(Ri); m = 0;
For each message m :

receive time(m)∈ [(start(Ai)+∆i(µr − δr)), (start(Ai)+∆i(µr + δr))]
end(Ai) = receive time(m);
Gr = graph(Ri); Ga = graph(Ai);
s = Iε

Π (Gr, Ga);
If(s > m) T = end(Ai); m = s;

end(Ai) = T ; M = (M, m); /* Concatenation of m with M */

9. Return M;

Fig. 2. The splicing algorithm
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splice duration ratio. The node maps that give the maximum similarity measures
above fI for the splices are logged.

In phase IV, we first determine the highest occurring node map in the log
and the whole of the application pattern is respliced based on that node-map,
and the similarity measures for all the splice pairs are returned.

The parameter fm in phase II defines a window in which the splice boundaries
are placed. A wider window (larger fm) implies more similarity measure compu-
tation, and a narrow window implies a very tight boundary which may exclude
the best point to place the boundary. The variable L suggests the number of
splices we take to estimate the mean stretch factor µr. Higher value of L gives a
better estimate of stretch factor, but require more computation. The parameter
fI , defines a threshold for the similarity measure. Node-maps corresponding to
similarity measures above this threshold are logged, and are used in later phases
of the algorithm. The parameter fr defines a threshold for splice duration ration
deviation. If δr is above the threshold then the patterns are considered to be
different. A low value of fr implies a strict cut-off value.

3.4 Similarity Measure for Communication Pattern

The splicing algorithm returns a series of ε-similarity measures for the given pair
of communication patterns. If there are l splices, we get a series of l measures
M = {Iε

1, Iε
2, . . . Iε

l}. Let the mean value of the series M be µε
m and deviation

be δε
m. Since 0 ≤ Iε

i ≤ 1, therefore 0 ≤ µε
m ≤ 1. If an application pattern is

similar to a reference communication pattern, µε
m → 1 and δε

m → 0. We define
similarity between two communication patterns as follows:

Definition 5. Given a set of l ε-graph similarity measures between splices of
the reference and the application communication patterns, let µε

m and δε
m be the

mean and deviation of the graph similarity measure respectively. Then, we define
an (ξ, ε)-communication pattern similarity measure, Cξ,ε, between the communi-
cation patterns, as follows:

Cξ,ε = µε
m if (δε

m ≤ ξ)
= 0.0 otherwise.

A smaller value of ξ implies a very tight sequence of similarity values in M.
The communication pattern of the application running in the system is cap-

tured by the decision system. Since the computation of the similarity between
two communication patterns is computationally expensive, the system can first
determine, from the CR performance database, the reference patterns which
have system and application characteristics within φ-factor close to those of the
application (as defined in Definition 1). Then checkpoint and recovery charac-
teristics are reported for those reference patterns where Cξ,ε ≥ ψ. In Section
4 we present some experimental results of splicing on different communication
patterns.
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4 Experimental Results

Test Suite: We consider fourteen different types of communication patterns for
this part of the experiments. Three of the communication patterns are taken
from three different scientific applications namely, Jacobi’s algorithm for the so-
lution of a set of simultaneous equations (J) [4], large matrix multiplication (M)
[5], and Gram-Schmidt algorithm for vector normalization (GS) [3]. A set of three
more communication patterns were generated from these three patterns, by ran-
domly introducing 20% of the total number of messages present in them. We call
these patterns as JJ, MM, and GSGS respectively. Three communication patterns,
namely Tree2, Tree3, and Tree4 are generated on network of tree topologies with
of out-degrees of 2,3, and 4 respectively. We consider a communication pattern
of token ring (Ring), a communication pattern based on line graph (Line), and
three randomly generated patterns namely RAND1,RAND2, and RAND3. These
14 types of patterns were generated for each of the two varieties, with 10 and 17
computation nodes. Therefore, there are a total of 28 communication patterns.
These patterns are consider as reference communication patterns.

Configuration: The value of the parameter ε for the graph similarity measure is
taken as 0.1. We take fd = ψ. A similarity measure ψ implies a node-map where
approximately ψ fraction of the total edge must match. So, in-degree/out-degree
of a pair of nodes differing by more than ψ fraction implies a bad choice for node-
map and such node pairs are excluded. Experimentally, we found fm = 0.5 to
be a conservative value, which results in reasonable runtime for the automatic
identification algorithm. Since, we assume communication pattern are different
if the mean similarity measure of the splices are less that ξ, fI is set to the value
of ξ. For our experiments, we found that no new node maps are added after after
20 iterations. So we choose L = 20. The factor fr defines the threshold of the
current deviation of splice ratio. If it crosses the threshold the communication
patterns are considered different. The value is chosen as 0.5 and ξ is taken as 0.8.

Table 1. Communication pattern similarity measures with different applications

J M GS RAND1 Tree2 Line Ring
J 1.000000 0.168806 0.133637 0.103700 0.283030 0.349200 0.278817

M 0.136302 1.000000 0.239273 0.000000 0.185106 0.119355 0.139130
GS 0.138721 0.343614 0.488954 0.000000 0.200745 0.108712 0.076051

RAND1 0.089770 0.104031 0.070969 1.000000 0.097608 0.087814 0.072520
Tree2 0.294210 0.186387 0.221988 0.000000 1.000000 0.472473 0.269599
Line 0.523768 0.177908 0.119128 0.000000 0.519761 1.000000 0.473040
Ring 0.382260 0.231233 0.090583 0.000000 0.196764 0.387908 0.998479

Results and Discussions: A communication pattern similarity measure of
1 implies that the communication pairs are similar. Table 1 shows similarity
measures between a subset of the 14 reference patterns of 10 processes with the
same set of patterns. When an application is compared with itself the similarity
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measure is 1.0 or very close to 1.0 and also the measure is low when compared
with other patterns. The only exception is the GS pattern where the similarity
measure is very low even when compared with itself. The average computation
time to compare two patterns with ∼ 8000 receive events is ∼ 2 min.

The pattern GS has a star type communication topology. A star graph has
(n − 1)! automorphisms, which makes it difficult to discover the actual node
map though graph similarity computation. If the correct node map is not found,
the splice boundaries cannot be placed correctly, and therefore, splice duration
estimation made at the initial phases of the pattern matching algorithm be-
comesswrong.

5 Conclusion

This paper presents a method for comparing two distributed applications. Sev-
eral assumptions have been made in the process. We assume that the number
of processes in both the communication patterns are same. If this assumption is
removed, the graph similarity problem transforms to maximum subgraph simi-
larity one, where we would like to find the largest subgraph in the bigger graph
which closely matches with the smaller graph. However, if the number of nodes
in the application pattern differs largely from that of the reference pattern, then
we may consider the patterns to be dissimilar, because with the different number
of nodes the performance of checkpoint and recovery protocol varies wildly.

Two communication patterns generated by the same application on two differ-
ent systems may not be stretched uniformly, since processes may have different
speed-up factors. In such a cases we can not make any reliable estimation of
splice stretch factor, µr, which is used in the later phases of the splicing heuris-
tic to reduce graph similarity computation. Rather, we have to use a thorough
computation for the whole pattern.
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Abstract. We consider the problem of computing the best swap edges
of a shortest-path tree Tr rooted in r. That is, given a single link failure:
if the path is not affected by the failed link, then the message will be
delivered through that path; otherwise, we want to guarantee that, when
the message reaches the edge (u, v) where the failure has occurred, the
message will then be re-routed using the computed swap edge. There
exist highly efficient serial solutions for the problem, but unfortunately
because of the structures they use, there is no known (nor foreseeable)
efficient distributed implementation for them. A distributed protocol ex-
ists only for finding swap edges, not necessarily optimal ones.

In [6], distributed solutions to compute the swap edge that minimizes
the distance from u to r have been presented. In contrast, in this paper
we focus on selecting, efficiently and distributively, the best swap edge
according to an objective function suggested in [13]: we choose the swap
edge that minimizes the distance from u to v.

Keywords: Fault-Tolerant Routing, Point of Failure Rerouting, Short-
est Path Spanning Tree, Weighted Graphs, Distributed Algorithms, Data
Complexity.

1 Introduction

Fault tolerance is a very important feature for distributed systems. When faults
occur, programs may produce incorrect results or may stop before they have
completed the intended computation. In many distributed systems the routing
of messages is performed through a shortest path strategy. For this purpose, the
shortest path trees (SPT’s for short) starting from each node of the network,
are computed in a preprocessing phase and stored in the so called routing tables.
These tables specify, for each node in the network and for all possible destina-
tions, the next hop that a message has to follow to reach its destination along the
shortest path route; they contain also additional information such as the length
of the path. The routing tables as a whole contain, in a distributed manner,
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the shortest path trees rooted at each node; they can be computed by several
distributed known algorithms with different degree of complexity and cost (e.g.,
see [3, 4, 7, 9]), starting from the distributed representation of the network, where
the only knowledge of a node consists in its neighbors and their distance from it.

In these systems, a single link failure is enough to interrupt the message trans-
mission by disconnecting one or more SPT’s. Assuming that there should be at
least two different routes between two nodes in the network1 – otherwise nothing
can be done – several approaches are known to recover from such situation.

One approach consists in recomputing the new shortest path trees from
scratch and rebuilding the routing tables accordingly; clearly, this approach is
rather expensive and causes long delays in the messages transmission [10, 15].
Another approach uses dynamic graph algorithms (e.g., those of [5]) but the
difficulties arising in finding an efficient distributed approach have not yet been
successfully overcome (e.g., see [14]).

A different strategy is suggested in [11]: k independent (possibly) edge-
disjoint spanning trees are computed for each destination; hence at each entry of
the routing table k additional links, specifying the next hop in each spanning tree,
are inserted. To compute edge-disjoint spanning trees there exist also distributed
algorithms (e.g. [12]). However, even if this strategy is k-fault tolerant, it is quite
expensive in term of space requirements; in addition it is not shortest path.

The last approach, which will be also ours, starts from the observation that
sooner or later each link will fail and from the idea of selecting for each link
failure, a single non-tree link (the swap edge) able to reconnect the network [8,
13]. This approach does not compute the new shortest path tree, but the selection
of the swap edge is done according to some optimization criteria and allows, with
a single global computation, to know in advance how to recover from any possible
failure. In addition, in [16] experimental results show that the tree obtained from
the swap edge is very close to the new SPT computed from scratch.

Consider in particular a message with destination the root r of the SPT,
arriving to node u where the link to the next hop v (as specified by the routing
table) has just failed. The SPT is now divided into two disconnected subtrees, one
of root r, say T ′

r, and one of root u, T ′
u. The swap edge can be selected, among the

possible ones reconnecting the tree, to minimize different functions. For instance,
it can be the one minimizing the distance from u to r, or the distance from u
to v, (called one-to-one problems in [13]) or the total or the average distances
from each node in T ′

u to r (called one-to-many problems) in the tree obtained
by substituting the failed edge (u, v) with the chosen swap edge. In [13] efficient
sequential algorithms solving different one-to-one and one-to-many problems are
given. In [8] the complexity of the selection of the swap edge minimizing the
average distance, called there average stretch factor, is improved. In [6] it has
been shown how the computation of swap edges can be efficiently performed in
a distributed way. The routing table stored at a node is then designed to contain
the new information needed to bypass any failed link.

1 That is, the underlying graph must be 2−connected.
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However, the only problem considered in [6] is the one-to-one swap problem
which minimizes the distance from u to r, called there point-of-failure shortest-
path rerouting strategy. This corresponds to the situation in which, after a failure,
the message in u must be delivered as soon as possible to the root of the SPT
(or,viceversa, from r to u).

Different situations can suggest a different selection of the swap edge. In
particular, as suggested in [13], in this paper we consider the following problem
(Best Near Swap, shortly BNS):

Select any swap edge such that the distance from u to v is minimized,
with v the parent of u in the original SPT.
This problem is of type one-to-one: it can be useful when the node u, once the

failure has been detected, needs to deliver the message as soon as possible to its
parent v in the original SPT [13]. In this paper, given an SPT Tr, we propose an
efficient distributed algorithm which determines, for the failure of each possible
edge e, a swap edge optimal for the BNS problem.

The solution we propose uses as starting point the structure of one of the
algorithms presented in [6]. In addition, as will be observed later, the time needed
to compute all the swap edges of an SPT, is less than the time required by the
distributed computation of the SPT itself.

The paper is organized as follows. In the next section we give some definitions,
terminology and we recall the computing paradigm. In Section 3, we propose
and analyze the specific solutions for the considered problem. The concluding
remarks are in Section 4.

2 Basic Definitions and Previous Results

Let G = (V,E) be an undirected graph, of n = |V | vertices and m = |E| edges.
A label l(x) of length |l(x)| ≤ log n is associated to each vertex of G. A subgraph
G′ = (V ′, E′) of G is any graph where V ′ ⊆ V and E′ ⊆ E. If V ′ ≡ V , G′ is
a spanning subgraph. A path P = (Vp, Ep) is a subgraph of G, such that Vp =
{v1, . . . , vs}|vi 	= vj , for i 	= j, and (vi, vi+1) ∈ Ep, for 1 ≤ i ≤ s− 1. If v1 = vs

then P is a cycle. A graph G is connected if, for each pair {vi, vj} of its vertices,
there exists a path connecting them. A graphG is biconnected if, after the removal
of anyone of its edges it remains connected. A tree is a connected graph with no
cycles. A non negative real value called weight (or length) and denoted by w(e) is
associated to each edge e in G. Given a path P , the length of the path is the sum
of the lengths of its edges. The distance dG(x, y) between two vertices x and y in a
connected graphG, is the length of the shortest path from x to y inG – computed
according to the weights of the edges in the path. In the following we will denote
dG(x, y) by d(x, y), when it is clear from the context to which graph is referred.

For a given vertex r, called root, the shortest path tree (SPT ) of r is the
spanning tree Tr rooted at r such that the path in Tr from r to any node v is
the shortest possible one; i.e., ∀v ∈ V , dTr

(v, r) = d(v, r) is minimum.
After the removal of an edge e = (u, v), Tr will be disconnected in two

components T ′
r and T ′

u, rooted in r and u, respectively. Since G is biconnected,
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there will always be at least an edge e′ ∈ E(G) \ E(Tr) that will join the two
disconnected components. An edge is called a feasible swap edge (or simply a
swap edge) for a node x if after the failure of edge e = (u, v) ∈ Tr, it can be
utilized to reconnect T ′

u to the other disconnected component rooted at r, thus
forming a new spanning tree T ′ of G. It is easy to see that an edge (x, y) ∈
E \ E(Tr) is feasible for u if and only if only one of x and y is a descendant of
u. In the following, we will denote by S(x) the set of swap edges for x, and by
InS(x) ⊆ S(x) the set of edges incident in x that are also swap edges for x.

We will assume that a node x knows the weight of all its incident links, and
can distinguish those that are part of the spanning tree Tr from those that are
not; moreover, among the links that are part of Tr, x can distinguish the one
that leads to its parent p(x) from those leading to its children. We assume also
that each node knows its distance from the root and the distance from the root
of its adjacent nodes in G.

The considered system is distributed with communication topology G. Each
process is located at a node of G, knows the weight of its incident edges, and can
communicate with its neighboring processes. A node, an edge, a label, a weight,
and a distance are all unit of data. The system is asynchronous, and all the
processes execute the same protocol. In the following, the term node or vertex
will be also used to indicate a process and the term edge or link to indicate a
communication line.

Algorithm 1 Overall Structure of the Algorithm
[Preprocessing]

1. DFS for labelling the tree according to [2].

[Broadcast.]

1. Each child x of the root starts the broadcast by sending to its children a list
containing its name and its distance from the root.

2. Each node y, append x to the received list and sends it to its children.

[Convergecast.]

1. Each leaf z first computes its best swap. It then computes the best feasible swap
edge for each of its ancestors, and sends the list of those edges to its parent (if
different from r).

2. An internal node y waits until it receives the list of best swap edges from each of
its children. Based on the received information and on InS(y), it computes its best
swap edge. It also computes the best feasible swap edge for each of its ancestors,
and sends the list of those edges to its parent (if different from r).

As already mentioned, we will utilize as general paradigm, one of the algo-
rithms of [6] for the point-of-failure shortest path problem. The algorithm consists
of two phases: broadcast and convergecast. With the first phase (up-down in the
SPT Tr) each node x receives the list of its ancestors along with their distances
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from the root. The phase is started by the children of the root because no swap
edge is computed for the root r. In the second phase (bottom-up) each node
computes the best swap edge for itself and the best swap edge, among the edges
examined so far, for each of its ancestors. The general structure of this algorithm
is shown in Algorithm 1.

From [6], it derives that the message complexity of the above algorithm is
O(n), if long (that is O(n) unit of data) messages are allowed. Otherwise, it
becomes O(n∗

r), where n∗
r is the size of the transitive closure of Tr \ {r} and

0 ≤ n∗
r ≤ (n− 1)(n− 2)/2. Clearly, swap edges must be selected in order to be

optimal with respect to the BNS problem; this will be the focus of next section.

3 The Algorithm

In the problem we consider, the optimal swap edge e′ for e = (u, v) is any
swap edge for e such that the distance from u to node v in the new tree T ′ =
T \ {e} ∪ {e′} is minimized. More precisely, the optimal swap edge for e = (u, v)
is a swap edge e′ = (u′, v′) such that dT ′(u, v) = dTr

(u, u′)+w(u′, v′)+dTr
(v′, v)

is minimum.
As an example, consider the biconnected weighted graphG shown in Figure (1),

with the minimum SPT (marked by a thick line) rooted in A. Consider vertex D
after the failure of edge (D,B): the best swap edge for the BNS problem is (F,B).
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Fig. 1. An example: the thick line represents the starting SPT, rooted in A
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Solving the BNS problem for a given Tr, means determining an optimal
swap edge for each edge in Tr. We will design a distributed solution for the
above problem, for which sequential solutions have been already studied [8, 13].
Starting from the overall structure described in Algorithm 1, we need to specify
how the convergecast part is done. In particular, we will detail
(i) the computation of the best swap edge in the convergecast phase, and
(ii) the additional information, of constant size, to be communicated to the an-

cestors together to the swap edge.
All techniques described here are new and totally different from those adopted

to design sequential solutions; furthermore, to our knowledge, this is the first
distributed solution for the BNS problem.

Let us denote by uj , 1 ≤ j ≤ h the children of node u, and by ANC (u) the
set of ancestors of u in the original spanning tree Tr. Moreover, let SL(u) be the
list containing the set of pairs (edge, distance) of the feasible swap edges for u
and their distance values, and ASL(u) be the list of triples (edge, distance, node)
indicating for each node ak ∈ ANC (u) the best feasible swap edge for ak and
the distance between ak and p(ak) via the specified swap edge.

The details of the operations executed by node u are reported in Algorithm 2
(to compute its best swap edge) and Algorithm 3 (to compute its ancestors’ swap
edges). In particular, node u computes its best swap edge by considering all its
feasible swap edges; that is, InS(u) and the swap edges transmitted to it from
its children. Then it computes, among the ones in T ′

u, the best feasible swap
edge for each one of its ancestors. Note that, the swap edges it computes for
its ancestors can be worse than the final swap edges computed by its ancestors
when they execute Algorithm 2.

Algorithm 2 Compute My Best Swap Edge
The protocol is described with respect to node u, with (u, v) the edge that fails.

1. Determine which of u’s incident edges are feasible for u; i.e., u constructs the set
InS(u).

2. For each swap edge si = (u, yi) ∈ InS(u), compute the value of the distance diT ′
between u and v in T ′ via si, and insert it in SL(u) the pair (si, diT ′ ).

3. If u is not a leaf, from each ASL(uj) received from child uj , extract (si, di, u) (or
NIL), and insert (si, di) in SL(u) (or NIL, if no such pair exists).

4. Sort SL(u) in non decreasing order of di. The minimal element of SL(u) gives one
of the best swap edges for u and the value of the minimal distance.

In the next section, we will introduce some properties that will be needed
in order to show how node u can locally efficiently compute the operations in
Algorithms 2 and 3.

3.1 Basic Properties

The first thing a node has to be able to do locally is to check the feasibility of
an edge, i.e. if an edge can be considered a swap edge: this operation can be
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Algorithm 3 Compute My Ancestors’ Best Swap Edge
The protocol is described with respect to node u.
For each ancestor node ak ∈ ANC (u):

1. Consider the swap edge si ∈ SL(u) feasible for ak, with the minimal value of di,
if any. If such an edge exists, compute the new value of the distance di for ak,
otherwise set it to NIL.

2. For all 1 ≤ j ≤ h, let {(sj , dj , ak)} be the set of triples from ASL(uj), and consider
the set {(sj , dj , ak)∪(si, di, ak)}, 1 ≤ j ≤ h, where (si, di, ak) is the triple computed
in Step 1. Select from this set the triple (s, d, ak) such that the distance d between
ak and p(ak) is minimal, if any, and insert it, in ASL(u) (to be sent to u’s parent);
if no triple can be selected, insert NIL in ASL(u).

x

T ′
r

r

y v

u

Fig. 2. Property 1

easily done during the convergecast phase, through the information collected in
the broadcast phase. We state the following

Property 1 . A swap edge (x, y) ∈ E \E(Tr) with x ∈ T ′
u and y ∈ T ′

r is feasible
for node u if y does not belong to the path connecting x to u.

Property 1, derives immediately from the fact that an edge (x, y) is feasible
for u if and only if only one of its endpoints is a descendant of u (refer to
Figure 2). Furthermore, we have

Property 2 . Feasibility of swap edge (x, y) ∈ E \E(Tr) with x ∈ T ′
u and y ∈ T ′

r

for node u can be checked at node x, and no communication is needed.

Property 2, immediately derives from the fact that node x is descendant of u
and neighbor of y in ∈ E\E(Tr), and that after the broadcast phase x has locally
the list of all nodes between the root and itself, hence it knows which nodes are its
ancestors. Therefore, the feasibility test of Step 1 in both Algorithm 2 and 3 can
be locally performed. Note that, even if the global complexity does not change,
this feasibility test is simpler than that used in [6], which required additional
labeling of the tree nodes, with two labels to be transmitted in the two phases.
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We also observe that if an edge is not feasible for x, it is not feasible for none of
its ancestors.

In order to solve BNS problem, we need to compute in the convergecast
phase the nearest common ancestor of pairs of nodes x, y ∈ Tr (called nca(x, y)).
Recall that the nca(x, y) is the common ancestor of x and y, whose distance
to x and y is smaller than the distance of any other common ancestor of x
and y. In a recent work [2], it has been shown that this information can be
locally computed in constant time, through a proper labeling of the tree that
requires labels of O(logn) bits, denoted in the following as l(x), that can be p
recomputed by a depth first traversal of the tree. Therefore, Algorithm 1, needs
to be slightly modified to transmit, for each node x, l(x) instead of its name x.
When such a labeling is computed for Tr, each node can be distinguished by its
label. Therefore, we can state that

Property 3 . Let (x, y) ∈ E \ E(Tr), with x ∈ T ′
u, and y ∈ T ′

r be a swap edge
for u after the failure of edge (u, v). Then, nca(y, v) can be computed at x, and
no communication is needed.

Property 3 follows from the results shown in [2], and noting that l(v) ∈
ANC (u), hence l(v) ∈ ANC (x), and that l(y) is accessible at x since x is directly
connected to y.

3.2 Correctness

In the BNS problem, the optimal swap edge for the failure of the edge e = (u, v)
is an edge which minimizes the distance d′T (u, v) from u to v in the new spanning
tree T ′ obtained after the removal of the failed edge. In this section, we show that
the computation of the best swap edge can be accomplished by each node, in
the convergecast phase, without requesting additional information to any other
node in the SPT, which is not a neighbor; that is without additional message
complexity, obtaining the same complexity of Algorithm 1.

First of all we have to define how the distance dT ′(u, v) along a given swap
edge e = (u, y) ∈ InS(u) is computed (Step 2 of Algorithm 2). The possible
cases that we can have are:

– v and y lay on the same path from the root to a leaf, hence one node is
ancestor of the other one (Figure 3.a, and nodes B an F in Figure 1), or

– v and y have a nearest common ancestor (Figure 3.b), such as nodes H and
I in Figure 1, having D as nca.

The following lemma states how correctly compute this distance.

Lemma 1. Let (u, y) ∈ InS(u). We have:

(i) dT ′(u, v) = w(u, y) + |dT (v, r) − dT (y, r)|, if nca(y, v) = v or nca(y, v) = y.
(ii) dT ′(u, v) = w(u, y)+dT (v, r)−dT (z, r)+dT (y, r)−dT (z, r), if nca(y, v) = z.

Proof. First note that dT ′(u, v) = w(u, y) + dT (y, v). We distinguish the two
possible cases.
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Fig. 3. (a) Case (i) of Lemma 1.(b) Case (ii) of Lemma 1

(i) y and v lay on the same path from the root to a leaf; hence, dT ′(y, v) can be
computed as the difference of their distances from the root.

(ii) In this case y and v lay on different paths which intersect in z. Their distance
is easily computed by their distances from the root and from the distance of
z from the root, possibly equal to 0.

Note that, each node knows its distance from r and the distance from r of
each of its neighbors in G (this information can be obtained during the broadcast
phase); hence, dT ′(u, v) in the above lemma can be locally computed at u.

In the convergecast phase of Algorithm 1, a node (either a leaf or an internal
node) has to be able to locally compute the best feasible swap for an ances-
tor. The following lemma states how distance in Step 1 of Algorithm 3 can be
computed (refer to Figure 4.a and 4.b).

Lemma 2. Consider a subset a1, . . . , al of the ancestors of u, with p(u) = a1,
and ak adjacent to ak+1, 1 ≤ k < l. Furthermore, let (x, y) be a feasible swap
edge for (u, a1) and for (ak, ak+1), 1 ≤ k < l. Consider the two trees T ′ =
((Tr \ (u, a1)∪ (x, y)) and T ′′ = ((Tr \ (ak, ak+1)∪ (x, y)); then, dT ′′(ak, ak+1) =
dT ′(u, a1) + w(u, a1) − w(ak, ak+1).

Proof. Since (x, y) is feasible for ak, by Property 1 it follows that y is not de-
scendant of ak, and that nca(y, a1) = nca(y, ak). Thus, in T ′, the path p′ from
u to a1 along the swap edge (x, y) includes ak, ..., a2 (see Figure 4.a). Moreover,
the path p′′ from ak to ak+1 in T ′′ results to be the same as p′, except for edge
(u, a1), that is substituted with (ak, ak+1) (Figure 4.b), and the lemma follows.

Also in this case, similarly to Lemma 1, the computation of dT ′′ can be
performed locally at u, because of the information retrieved during the broadcast
phase of Algorithm 1. Finally, we can state that problem BNS is correctly solved
by Algorithm 2 and 3.

Theorem 1. Each node u 	= r:

(i) correctly computes its best swap edge;
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Fig. 4. Trees T and T ′ in Lemma 2

(ii) correctly determines for each ancestor ak 	= r the best swap edge feasible for
ak in T ′

u.

Proof. First observe that, as result of the broadcast, every node receives the
label of its ancestors (except r) and it can compute the feasibility of each avail-
able swap edge for itself and its ancestors (Property 1 and 2). The proof is by
induction on the height h(u) of the subtree Tu.

Basis. h(u) = 0; i.e., u is a leaf. In this case, one component contains only u,
while the other contains all the other nodes. In other words, the only possible
swap edges are incident on u. Thus, u can correctly compute its best swap edge
computing the value of the distance as stated in Lemma 1, proving (i). It can
also immediately determine the feasibility of any of those edges with respect to
all its ancestors and, in case they are feasible, compute for them the value of the
distance as stated in Lemma 2 and select, for each ancestor, the best feasible one.

Induction Step. Let the theorem hold for all nodes x with k − 1 ≥ h(x) ≥ 0;
we will now show that it holds for u with h(u) = k. By inductive hypothesis,
it receives from each child y the best feasible swap edge for each ancestor of y,
including u itself. Hence, based on these lists and on the locally available set
InS(u), u can correctly determine its optimal swap edge, as well as its best
feasible swap edge for each of its ancestors.

We can pose the following:

Theorem 2. Problem BNS can be solved with the O(n) message complexity and
O(n∗

r) data complexity.
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Proof. The theorem follows immediately from Properties 2 and 3, the computa-
tion of the nca, from Lemma 2, and from the fact that all the needed computa-
tion to determine the best swap edge of a node and of its ancestors can be done
locally, thus not changing the complexity of Algorithm 1.

Example. Consider in the example of Figure 1, the computation of node D.
Assume that nodes F and E have already correctly computed the listsASL(F ) =
{((F,B), 4, D), NIL} and ASL(E) = {((E,C), 5, D), ((E,C), 5, B)} and sent
them to their parent D. D has only one feasible swap edge (D,C), for which
dT ′(D,B) = 5, then it receives (F,B), 4 from F and (E,C), 5 from E. Therefore
(F,B) is the best swap edge for D. Now D selects the best feasible swap for its
parent B, by considering the best one among its swap edges feasible for B, that
is (D,C) and considering the edges coming from its children, in this case only
(E,C) from E. The value dT ′(B,A) via (E,C) is already known, while D has
to compute dT ′(B,A) via (D,C), which is equal to 5. {((D,C), 5, B)} is then
transmitted to B.

4 Concluding Remarks

In this paper we have presented an efficient distributed algorithm to solve the
BNS problem: given a shortest path tree Tr rooted in r, we want to select the
swap edge e′ for any edge (u, v) in Tr so that the distance between u and v is
minimized in Tr \ {(u, v)}∪ {e′}. To make the routing table 1-fault tolerant, the
computation of the swap edges must be repeated for all possible shortest path
trees; that is, for all nodes of the graph.

We note that the proposed algorithm allows for the efficient construction
of a rerouting service. To do so, the proposed computation must be carried
out for the n shortest path trees, each having as root a different vertex of the
graph G. In this regards, an interesting open problem is whether it is possible to
achieve the same goal in a more efficient way than by performing n independent
computations.

An immediate possible development of this study, would be to study how to
recover from multiple link failures, following the same strategy of storing in the
routing tables the information useful for finding alternative paths. Other possible
studies involve the analysis of the one-to-many problems presented in Section 1,
such as choosing the swap edge so to minimize the sum of the distances from
each node in T ′

u to r.
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Abstract. Large complex system simulation in various fields of science
and engineering requires tremendous computational resources; however
sequential execution algorithms badly limited its performance. So re-
cently there has been a great deal of interest in parallel and distributed
simulation, which runs on multiple processors to accelerate simulation.
This paper begins with introduction of synchronization mechanisms. The
emphasis of this paper is to provide and describe the implementation of
the flexible cycle algorithm. This improved algorithm solves some fatal
problems of conservative or optimistic algorithms, resulting in the best of
both methods. Finally we also analyze how to compute the performance
parameter M of this algorithm in detail.

1 Introduction

There is an increasing interest in the application of parallel and distributed sim-
ulation (PDS) to the study of large-scale complex dynamic systems. One of the
fundamental is that cut down the computational time, and on geographically dis-
tributed computers interconnected via a local area and/or wide area network is
the exploitation of inherent parallelism.[1] In this paper we first give an overview
of two main approaches synchronization mechanisms in PDS execution. Then we
emphatically expatiate on the implementation of flexible cycle algorithm, which
is an improved synchronization algorithm. In the end, we provide how to analyze
the efficiency parameter M of this algorithm at length.

2 Synchronization Mechanisms

The goal of the synchronization mechanism is to make all LP processed events
accord with the local causality constraint (LCC) or else doubtless results in
causality violations. A parallel simulation consists of a number of Logical Pro-
cesses (LP) that communicate by exchanging time-stamp messages or events,
typically each one running on a separate processor. The simulation progress is
ensured by the processor scheduling new events to be executed in the future,
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and executing these events in the time-stamp order. A process can schedule an
event for itself, locally thus (self-initiation), or remotely, for another process. In
the latter case, a message is sent via the network to the remote process. Each
process maintains a separate time clock, called the Local Virtual Time [2].

Synchronization algorithms can be classified as being either conservative or
optimistic. In brief, conservative algorithms take precautions to avoid the possi-
bility of processing events out of time stamp order, i.e., the execution mechanism
avoids synchronization errors. For another, optimistic algorithms use a detection
and recovery approach. Events are allowed to be processed out of time stamp
order, however, a rollback mechanism is provided to recover from such errors. [3]

3 The Flexible Cycle Algorithm

3.1 The Event Horizon

The event horizon is a concept that can first be understood without referring to
parallel processing.

Fig. 1. Figure 1 illustrates the relationship of event horizon and event queue. Here,
three event horizon cycles are shown. Each cycle processes its pending events while
collecting newly generated events in an auxiliary event queue. When the next event to
be processed is in the auxiliary event queue, the auxiliary event queue is sorted, merged
into the primary event queue, and then the next cycle begins. Cycle 3 shows that even
when an event schedules a new event for the same time as itself, the event horizon
algorithm always processes at least one event. Thus, there is no way for a deadlock
situation to occur when processing events in cycles defined by the event horizon [4]

Imagine first that all pending events are mapped into a single event queue. As
each event is processed, it may generate zero or more new events with arbitrary
time stamps. To maintain complete generality, it is assumed that the simulation
engine has no way to predict what each event will do until it is processed. All
newly generated events are maintained in a special auxiliary event queue. At
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some point in time, the next event to be processed will be in the auxiliary event
queue. This point in time is called the event horizon. [5]

One of the key features of the event horizon is that, by definition, events in
a given cycle are not disturbed by other events generated in the same cycle. If
the events were distributed to multiple processors and if the event horizon was
known before hand, it would be possible to process events in parallel without
ever receiving a straggler message. The event horizon is not determined, however,
until the events in the current cycle are actually processed.[6]

Optimistic event processing is used to determine the global event horizon.
However, messages are released only after the true event horizon is determined.
This means that messages are sent without risk. At the end of each cycle, garbage
collection is performed to clean up the state-saving information required in case
of rollback. It should be noted that we uses incremental state-saving techniques
implemented in software for efficient support of rollback.

3.2 Implementation of the Flexible Cycle Algorithm

The flexible cycle algorithm (FCA) resolved this dilemma by merging optimistic
processing with risk-free message sending. Each node determines its local event
horizon using its own set of pending events and generated messages. This value is
called Tmin. When the node’s next event has a time value greater than Tmin, the
node defines its local event horizon to be Tmin. The true global event horizon is
the minimum of each node’s local event horizon. Once the global event horizon
is determined, the FCA safely releases all messages generated by events with
time stamps less than or equal to that value.[7]

Fig. 2. The basic algorithm is shown in Figure 2. Each node starts the cycle using the
same global time value (GTV). Events are then processed optimistically without releas-
ing any of their generated messages. As shown for Node 0, it is still possible for events
to be rolled back by stragglers. When this occurs, state information is restored and
unsent messages are thrown away. Anti-messages are never necessary because messages
are only released when events are committed
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3.3 Local Rollback

Once a node crosses its local event horizon, it then broadcasts its local event
horizon time to the other nodes. This may cause other nodes to realize that
they have also crossed the event horizon. If another node later determines that
its local event horizon has an earlier time value, then it will broadcast its local
event horizon to the other nodes.[5]

Once all of the nodes have crossed the event horizon, they simultaneously
break out of their optimistic event processing and begin to safely release all
unsent messages generated by events with time tags less than or equal to the
event horizon. This step is where events are committed. A coordinated message-
sending algorithm ensures that each node receives all of its incoming messages
before beginning the next cycle. Rollbacks may occur as straggler messages ar-
rive, but their effect on rollbacks is limited locally. Events that are rolled back
simply restore their state and then discard their unsent messages. In other words,
rollbacks only happen in the local node without impacting others. They partly
roll back so that it is possible for simulations to avoid excessive numbers of roll-
backs, which could produce an explosion of cascading anti-messages. Thus, the
“thrashing” phenomenon can drastically be eliminated.

4 Analyze Performance of Algorithm

4.1 Modeling

For this analysis, assume that each event generates a single new event as it
is processed (i.e., the hold model).[8] The time-tag of the generated event is
described by a random distribution function f(t). With this model, the total
number of events n in the simulation is constant. For the sake of without loss of
generality, we assume that each event generates two new events when processed;
the goal is to determine the average number of events M processed in a cycle.
We define the variables and expressions as below:

N : the number of available nodes;
t: the simulation time, t = 0 is the start of the cycle.
n: the total number of events at the start of cycle.
M : Average number of events processed in a cycle.
ρ(t) : Density of pending events, ρ(0) = P .
P (t) : Probability of the next cycle boundary exceeding time pointt.
f(t) : Random distribution for event generation.
h(t) : Average time interval between events, h(t) = 1/ρ(t).
F (t) : Cumulative probability distribution of f(t).
G(t) = 1−F (t) : the probability that the event has a time-tag greater than t

4.2 Reason

Now that the event density has been found, the next step is to determine the
probability P (t) that an event with time stamp t is processed in the current
cycle. Consider the first event. It is always safe to process the first event. Thus
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P (t0) = 1 the next event occurs at time t1 = t0 + h(t0). The probability of this
event being processed in the current cycle is just the probability that the first
event scheduled its new event with a time-tag greater than t1. Since F (t) is the
probability of the event being generated with a time-tag less than or equal to t
(relative to the generating event’s time tag), G(t) = 1 − F (t) is the probability
that the event has a time-tag greater than t. This means that P (t1) = G(t1−t0).
In general, an event at time t will be in the current cycle if all the previous events
in the cycle generate their events with time tags greater than or equal to t.

The probability for the n′th event being processed in the current cycle can be
constructed in a general way. Defining tn+1 = tn + h(tn) as the time-tag of the
(n+ 1)′th event from the start of the cycle (note that the 0′th event is actually
the first event of the cycle), the probability of this event being in the current
cycle is the product of all the probabilities of the previous events generating
their events with time tags greater than tn+1. This is described mathematically
as

P (tn+1) = P (tn)G(tn+1) (1)

A more general form for (1) is

P (t+ h(t)) = P (t)G(1 + h(t)) (2)

Using
P (t+ h(t)) ≈ P (t) + h(t)P ′(t) = P (t) + P ′(t)/ρ(t) (3)

and
P (t)G(1 + h(t)) ≈ P (t)(G(t) +G′(t)h(t)) (4)

P (t)(G(t) +G′(t)h(t)) = P (t)G(t) + P (t)G′(t)/ρ(t) (5)

The equation (2) may now be transformed into

P (t) + P ′(t)/ρ(t) = P (t)G(t) + P (t)G′(t)/ρ(t) (6)

Using the fact that G(t) = 1− F (t) andG′(t) = −f(t), the (2) equation may
be simplified to the form

P (t) = −
∫ t

0

P (t)[ρ(t)F (t) + f(t)] (7)

The solution to the (3) equation is

P (t) = e
−F (t)−

∫ t

0
ρ(τ)F (τ)dτ (8)

The average number of events processed in a cycle M can be computed as
the sum of the probabilities of each individual event being in the current event
cycle. So we can get the M

M =
n−1∑
i=0

P (ti) =
∫ ∞

0

P (t)ρ(t)dt (9)
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Because P(t) is the probability of the next cycle boundary exceeding time
point t, so 0 ≤ P (t) ≤ 1, the simplified the (5) equation becomes

M =
∫ ∞

0

P (t)ρ(t)dt ≤
∫ ∞

0

P (t)dt (10)

Finally, using that f(t) = e−t, then a very good approximation to M can
computed

M ≈
√

2πn(1 + 1/2n)(1/2 − 1/
√

2πn) (11)

When n > 10 the error introduced by approximating in the above expression
is much less than 1 percent, this expression simply reduces to

M ≈
√

(n+ 1)π
2

− 1 (12)

5 Conclusion

Over the past years, techniques for parallel simulation have been developed
greatly within the academic research community. What’s more, the advent of
cluster computing and desktop multiprocessors have made it feasible to bring
these results to bear on the simulation of large, complex engineering systems.
The synchronization is one of most key problems, which ensure that the execu-
tion of the parallel simulation is proper. In this paper we emphatically expatiate
on the implementation of flexible cycle algorithm, which is an improved syn-
chronization algorithm. In the end, we provide how to analyze the efficiency
parameter M of this algorithm at length.
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Abstract. Association rules identify associations among data items and
were introduced in [1]. A detailed discussion on association rules can be
found in [2], [8]. One important step in Association rule mining is to
find frequent itemsets. Most of the algorithms to find frequent itemsets
deal with the static databases. There are very few algorithms that deal
with dynamic(incremental) databases. The most classical algorithm to
find frequent itemsets in dynamic database is Borders algorithm [7]. But
the Borders algorithm is suitable for centralized databases. This paper
presents a modified version of the Borders algorithm, called Distributed
Borders, which is suitable for Distributed Dynamic databases.

Keywords: Rule mining, itemsets, candidate sets, frequent items, sup-
port, confidence, border, promoted border.

1 Introduction

Association Rule mining is one of the most vital areas of research in data mining
and was introduced by Agarwal et. al. in [1] The terms most frequently used
in relation to association rules are itemset, support, confidence, frequent itemsets
and large itemsets. For explanation of the terms, readers may refer to [2], [8].
The first and most important step of the association rule generation is to find
the frequent(large) itemsets. Apriori [2] is the most classic algorithm to find
frequent itemsets and association rule. Some other important algorithms to find
frequent itemsets are FP-Tree,DIC, Pincer-Search etc. [8]

There are some algorithms like FUP [4], FUP2 [3],MAAP [9] to find frequent
itemsets in dynamic databases. One recent algorithm for dynamic database can
be found in [6]. Above all, there is one popular and important algorithm for dy-
namic(incremental) database called Borders algorithm [7]. This paper presents
a modified version of Borders algorithm, called Distributed Borders, to find fre-
quent itemsets in Dynamic Distributed databases.

2 Distributed Borders Algorithm

Feldman et. al. [7] proposed Borders algorithm to find frequent itemsets for
dynamic databases. The algorithm based on the concept of border set and pro-
moted border sets. The algorithm is robust enough but cannot be used directly
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Table 1. Symbols Used in Distributed Borders

Si amp; = amp; The site i amp; T i
old

amp; = amp; Old database at the site i

T i
new amp; = amp; Incremental database amp; Tnew amp; = amp;

⋃
T i

new
amp; amp; at site i amp; α amp; = amp; Minimum support in %

Told amp; = amp;
⋃

T i
old

amp; T i
whole

amp; = amp; T i
old

∪ T i
new

Twhole amp; = amp;
⋃

T i
whole

(Told ∪ Tnew) amp; Lold amp; = amp; Frequent itemsets in Told
amp; amp; amp; amp; amp; with the local support

Bold amp; = amp; Border itemsets in Told amp; Lwhole amp; = amp; Frequent itemsets
amp; amp; with the local support amp; amp; amp;in Twhole

Bwhole amp; = amp; Border itemsets amp; F i amp; = amp; Frequent itemsets
amp; amp;in Twhole amp; amp; amp; at the site i

Bi amp; = amp; Promoted border itemsets amp; F amp; = amp;
⋃

F i

amp; amp; at the site i amp; S(X) amp;= amp; Support of X

B amp; = amp;
⋃

Bi(Global promoted amp; S(X)Y amp; = amp; Support of X

amp; amp; border) amp; amp; amp; in the database Y

X.sup.newi amp; = amp; Support of X at T i
new amp; X.sup.new amp; = amp; Support of X at Tnew

X.supi amp; = amp; Support of the itemset X amp; X.sup amp; = amp; Global support of X
amp; amp;at the site i amp; amp; amp;

S(X)i
Y

amp; = amp; Support of X at the amp; |D| amp; = amp; Number of records
amp; amp;site i for the database Y amp; amp; amp;in the database D

in distributed environment. So we present the Distributed Borders algorithm, to
be used for distributed dynamic databases. Here, we assume that databases of
similar structure are distributed in different sites which are networked. This al-
gorithm also can be used to a centralized database by partitioning the database
and placing the partitions in different nodes of a distributed system.

2.1 Distributed Algorithm for Maintaining Frequent Itemsets in
Dynamic Database

Here, we have examined the Borders algorithm in the distributed environment,
where old data are distributed in n sites and new(incremental) data are added
to all the sites. Please refer to Table 1 for the details of the symbols used to de-
scribe the algorithm. For a given minimum support threshold α, an itemset X is
globally large in the old database(updated database) if X.sup ≥ α|Told|(X.sup ≥
α|Twhole|). Similarly an itemset X is locally large in the old database(updated
database) at some site i, if X.supi ≥ α|T i

old|(X.supi ≥ α|T i
whole|). Like the Bor-

ders algorithm, this algorithm also uses the concept of border set and promoted
border set. The only difference is that all the concepts have been used in the
context of the distributed environment. An itemset X is a global border , if X is
not globally large but all its subsets are globally large. An itemset X becomes
global promoted border on adding the new transactions, if X is a global border
in the old database and globally large in the updated database. Given Lold and
Bold, the problem is to find the updated large itemsets Lwhole and border sets
Bwhole for the updated database Twhole. The algorithm is presented in Fig.1.

2.2 Generation of Candidate Sets

The main purpose of the Distributed Borders algorithm is to reduce the number
of candidate sets and in turn reduce the number of messages to be passed across
the network and execution time. To reduce number of messages, we used the
polling technique as used in DMA [5]. In addition to that, some interesting
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Input: Lold ,Bold, T i
new, T i

old and α;
Output: Updated Lwhole and Bwhole;
Repeat the following steps at each site i distributively.

1. Scan T i
new and count the support of all the itemsets X ∈ {Lold ∪ Bold} and find

(a) F i= {X|X ∈ Lold and S(X)i
Twhole ≥ α|T i

whole|}(by observation 1)
(b) Bi= {X|X ∈ Bold and S(X)i

Tnew ≥ α|T i
new|}(by observation 5)

2. Broadcast the local support of all X ∈ {F i ∪ Bi} to other sites and receive the
support for X ∈ {F i ∪ Bi} from other sites and find the global support for all
X ∈ {F i ∪ Bi}.

3. Prune F i and Bi

F i = {X ∈ F i and S(X)Twhole ≥ α|Twhole|}
Bi = {X|X ∈ Bi and S(X) ≥ α|Twhole|}

4. Broadcast {F i ∪Bi} to other sites and receive from other sites; Compute F =
⋃

Fi

and B=
⋃

Bi

5. Generate the set C of candidate sets from Bk−1, Ck−1 &amp; Fk−1 using the
technique as discussed in [7]

6. Prune C: Scan T i
new and find X.sup.newi for all X ∈ C.

7. Remove any candidate set X ∈ C, which is or at least one of its immediate subsets
is not large in any T i

new.(by observation 7)
8. Scan T i

old and find the support X.supi for all X ∈ C ( T i
new has already been

scanned).

9. Prune C: C = {X ∈ C|Y ⊂ X, |X| − |Y | = 1, {Y ∈ (F ∪ B) or Y.supi ≥
α|T i

whole|}}(by observation 8)
10. Find the global support for all X ∈ C as X.sup =

∑
X.supi

11. Calculate Lwhole and Bwhole as follows.
(a) Lwhole = {X|X ∈ C and S(X)≥ α|Twhole|} ∪ {∪F i} ∪ {∪Bi}
(b) Bwhole = {X|X ∈ C and S(X)&lt; α|Twhole| and all its subsets are in Lwhole}∪

{X|X ∈ Lold/∪F i and all its subsets are in Lwhole}∪{X|X ∈ Bold/∪Bi and
all its subsets are in Lwhole}

12. Return Lwhole and Bwhole

Fig. 1. Distributed Borders Algorithm

observations have been made relating to large, border and promoted border
sets in distributed environment. Some of these observations have been discussed
in [5]. Following are the observations which can be used to reduce the candidate
sets to a great extent.
1. Every global large itemset X must be large in at least one site Si.
2. If an itemset X is locally large at some site Si, then all its subsets are also
locally large in the site Si.
3. If an itemset X is globally large at some site Si, then all its subsets are also
globally large at the site Si.
4. If an itemset X is globally large or promoted border, then X must be large
in at least one site i.
5. If an itemset X is a global promoted border set, then X must be large in T i

new

for some site Si.
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6. If X is global border set, then there exists Y ⊂ X so that Y is local border
in some site Si.
7. If a new candidate set C in Twhole has to be large or border in Twhole, then
either C or one of its immediate subsets must be locally large in one T i

new.
8. If a candidate set X in the updated database is either large or border set, all
of its immediate subsets must be either ∈ F ∪B or large in at least one site i.

3 Experimental Results

We simulated the algorithm on a share-nothing environment. A 10/100 Mb LAN
was used to connect six PIII machines running WindowsNT. Each machine had
20GB disk space and 256MB memory. The dataset used in the experiments were
T20I4200K and T20I6200K, which were generated using the technique given
in [2]. Each datasets contained 200K tuples(transactions). The corresponding
datasets were loaded in the machines before the experiments started.

We carried out three experiments. In the first experiment, we used three
machines(sites). The purpose of the experiment was to find the execution time
and number of candidate sets for different minimum support. Each machine
initially contained 63K transactions and 3K transactions were added to each
machine as incremental database. The results are given in Fig. 2. The second
experiment was the scaleup experiment. The testbed of the second experiment
was same as that of first experiment. Here also we used three machines(sites).
The purpose of the second experiment was to find the effect of the database size
on the execution time. Three machines initially contained 30%, 30% and 25%
transactions respectively. Size of incremental database was 5% for each of the
machines and minimum support was 1%. The results are given in Fig. 3. The
third experiment was the speedup experiment. Here, we increased the number of
machines(sites) from 1 to 6. Sizes of initial database and incremental database
were taken as 80% and 20% respectively. Initial and incremental database were
divided equally among the machines and minimum support was taken as 1% .

Fig. 2. Execution Time
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Fig. 3. Execution Time For Different Database Size

Fig. 4. Execution Time For Different Number of Sites

When we used 1 machine(site), it was the sequential run time of the Borders
algorithm. The results are given in Fig. 4.

Discussion
The result of the first experiment was obvious and straightforward. In some cases
execution time did not decrease significantly with the increase of minimum sup-
port. This was because whole scan of the database might be required in some
sites. It was evident from the second experiment that execution time increased
with the increase of the size of initial database and incremental database. . But,
it increased linearly. Third experiment measured speedup and efficiency of the
algorithm. The speedup factor is defined as S(n) = T (1)/T (n) and efficiency is
defined as S(n)/n, where T (n) is the execution time with n sites. We found the
average efficiency of 63% and 67% for T20I6200K and T20I4200K respectively,
which showed that the algorithm achieved sublinear speedup. This speedup is ac-
ceptable for any distributed algorithm. But, as with other distributed algorithms,
performance of this algorithm also depends on the factors such as database types,
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distribution of data, skewness of data, network speed and other network related
problems.

4 Conclusion

This paper presents one enhanced versions of the Borders algorithm called Dis-
tributed Borders, which is suitable for Distributed Dynamic databases . The paper
has also presented experimental results to show the scalability and speedup of
the algorithm.
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Abstract. With the rapid development of information technology, dramatic 
changes have been taken place in the fundamental ways that people acquire and 
disseminate knowledge. Various e-Learning systems have been designed to 
help people take full advantage of the benefit brought by the technology. The 
newly emerged Peer to Peer (P2P) and grid computing will serve as the key 
driven forces to bring revolutionary impact on the future society. This paper 
evaluates the potential contribution of the P2P and grid technology into the  
e-Learning system and introduces a novel P2P based e-Learning environment, 
called APPLE. With the help of Gnutella-like P2P network, APPLE provides 
live broadcasting services to share services of education resources. We build a 
virtual classroom service based on WSRF.NET, which exposes the service as a 
grid service that could be accessed by all the users among the grid. 

1   Introduction 

e-Learning has been a topic of increasing interest in recent years [1]. Many e-
Learning platforms and systems have been developed and commercialized. However, 
these e-Learning systems are mainly web-based [2][3]. Web-based courses and other 
education applications are in nature nothing more than a network of static hypertext 
pages [2]. Such paradigm is an information transfer paradigm, which focuses on 
content, and its goal is just to produce more and more static pages for the interested 
students. Learning is then considered to be an activity that helps instructors to 
produce, and students to consume, multimedia materials on the Web. This paradigm 
has been popular in earlier e-Learning systems, not because it is effective, but because 
it is easy to implement with basic Internet facilities, and it need not to change the 
traditional roles of the participants. 

The deficiency of this paradigm only hinders it to receive more popular adoption 
from the public, but also can not reach a promising pedagogic result as expected. It is 
simple, humdrum and can not reflect the versatility and ampleness of education. 
People need an innovative paradigm to be adopted in e-Learning environment that can 
support higher-level interactions between the system, and its users, and sharing, even 
reusing course material between different applications. 

* This paper is supported by research funding from Microsoft Research Asia and ImagineOne 
project from National Science Foundation of China. 
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To build cooperative e-Learning systems is a basic idea. The knowledge and 
information are not only from instructors, but also from other students with the same 
interest. When explanations for one question are transferred to all relative students, 
they also provide more constructive answers to requestor and exchange information 
with each other. More and more people are attempting to combine peer-to-peer 
computing and e-Learning together aiming for business, academic and individual use. 
The development of grid [4] also endows e-Learning with a promising future. With 
the help from grid computing, e-Learning can benefit a lot from the massive 
computing and storage capacity as well as various grid services. Some preliminary 
works have been done to use grid technology in e-Learning environment. 

Most of the existing works only use one of these two technologies into their  
e-Learning system design. However, the combination of P2P and grid is very 
significant. There are many different application scenarios in e-Learning environment, 
such as message transmission, file data transferring, and live stream transferring, need 
high efficiency. P2P technology can be a good choice to solve such problem. While in 
an e-Learning environment, we also need some stable and powerful services to 
provide such functionalities as the storage of educational resource, the indexing and 
information service. In these occasions grid technology can achieve amazing results. 
And if we further this issue to a philosophical layer, some learning processes are 
individual-centric, and some are group centric, which just accord with the 
characteristics of P2P and grid. Therefore, the combination of P2P and grid 
technology can cope with most of e-Learning scenarios and enable e-Learning 
environment to be more powerful, efficient, scalable, mobile and versatile. 

We have developed an e-Learning environment using Microsoft .NET, called 
APPLE. We use P2P and grid technology to build APPLE. We made some 
modifications on Gnutella protocol to make it to be more suitable for our system. 
With the support of this platform, we can broadcast the live class on the internet. 
Students who are not geographically together can not only watch the live from the 
screen of their desktops, but can interact with each other as if they were in the same 
real classroom simultaneously. Teacher can ask the students to reply a question and 
the video of the student’s reply can be seen by all the participants of this virtual class. 
Hence our broadcast is based on a P2P network to offer more accesses to users than 
the traditional client-server paradigm. 

We employ multicast when users are in the same subnet, which greatly reduce the 
cost of the host and network bandwidth. We also adopt an IP-locality strategy to let 
peers connecting to their adjacent (with low latency) father peers so as to provide 
good quality videos to users. 

WSRF.NET [5] is also used in APPLE. We developed a virtual classroom service 
and published it through WSRF.NET. This approach made our P2P platform linked 
and integrated with the grid, therefore achieving a mutual benefit: on one hand our 
P2P based e-Learning environment can utilize grid’s enormous computing and 
storage power to greatly extend the magnitude and promote the quality of the service 
capacity; on the other hand, grid can draw more public attention as it provides such an 
applicable application, which will accelerate the worldwide acceptance and 
popularization of grid computing. 

The rest of this paper is organized as follows. In section 2, we present the system 
architecture of the environment. Section 3 discussed our design considerations. In 
section 4, we describe the experimental environment. In section 5, we introduce the 
state of art of related works of e-Learning systems. Finally, we draw the conclusions 
and point out our future research directions on section 6. 
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2   System Architecture 

An e-Learning system is comprised of two primary categories of applications. The 
first category needs fixed and reliable server as the hardware supporting platform on 
which services are running. The other category usually pays more attention on 
efficiency of data transmission since the number of users is very large. For the first 
category of services, grid technology is a good solution to provide a reliable platform 
because servers running in the grid system are usually constant and not be shut off 
except that failures occur. For the second category of applications, the server cost 
maybe high if the data transmission method is based on traditional client/server 
model. Thus, P2P technique is exactly the graceful solution for this scalable problem. 

In order to utilize these two kinds of technologies in the e-Learning system 
effectively, we use the following system architecture (shown in Fig.1), which has 
been divided into three layers from bottom up: resource layer, service layer, and grid 
application layer. 

Fig. 1. e-Learning environment architecture based on WSRF.NET 

2.1   Resource Layer 

There are two parts in resource layer: resource domain and resource virtualization. 
Resource domains consist of physical resources (PC, servers, storage, and etc.) and 
logic resources (database, software tools, and etc) organized in resource virtualization 
way. According to the characteristics of different resources, those resources can be 
divided into two parts. One is the stable resources, such as dedicate servers and 
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associated server software, which are often available anytime and anywhere. The 
other is changeable resources, such as client PCs and associated file resources, which 
can join and depart the e-Learning system dynamically. 

This resource service environment provides a set of resources located within a 
single administrative domain that supports native facilities for service management, 
such as a J2EE application server, Microsoft .NET system, or other Linux cluster. 

2.2   Service Layer 

Service layer is built upon resource layer. A series of management toolkits and 
protocol criterions are defined to realize the sharing, integration and interoperation of 
all the resources in resource layer. At the same time, the transparent and unified 
access interfaces of resources and services are afforded to support the application in 
application layer. This layer is comprised of three kinds of functional components: 
WSRF.NET component, .NET Framework based P2P platform, and advanced 
service-oriented software architecture. 

First, recent advances in the Internet technologies mark the trends of development 
towards resource sharing with grid computing [7] and service-oriented Internet by 
web services [6]. WS-Resource framework (WSRF) [8] is a set of proposed web 
services specifications to define a rendering of the WS-Resource approach in terms of 
specific message exchanges and related XML definitions. These specifications allow 
the programmer to declare and implement the association between a web service and 
one or more stateful resources. 

WSRF.NET [5], based on Microsoft .NET Framework, is an independent hosting 
environment to be fully WSRF-compliant. It provides a container framework to 
perform WSRF-compliant grid computing in the .NET environment. It provides tools 
and supports for an attribute-based development model in which a service is 
transformed into a grid service by annotating it with meta-data. WSRF.NET also 
includes class libraries to perform common functions needed by both services and 
clients. 

Secondly, live streaming, message, and file data transferring need high efficiency. 
The existing P2P systems, such as Gnutella [10] and Kazza, show a convincing proof 
of P2P computing technologies to solve such problems in the e-Learning 
environment. This technology provides a high efficiency transmission method. Hence 
we design a P2P platform module in the service layer. 

Finally, a service-oriented architecture realizes a corresponding prototype 
infrastructure to support application processing and analysis. In our work, with the 
functionalities provided by WSRF.NET platform and peer-to-peer platform based 
on .NET framework, we handle the problem at both the grid platform and application 
levels, and address the grid scheduling and management issues for various 
applications. At the platform level, we investigate and design the whole architecture 
of the platform for series of applications upon WSRF.NET, the methods of data 
distribution, task partition and other related kernel functions. 

2.3   Application Layer 

On application layer, applications are mainly e-Learning applications. With the 
support of the underlying layers, we can develop various powerful and useful 
applications easily. These applications can be live class broadcast, instant message, 
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file search, collaborative lab, and etc. To design useful, transparent, reliable, scalable, 
and secure applications and services for users is the main consideration for this layer. 

3   Design Consideration 

Figure 2 gives the overview of APPLE. There are two roles in the system, teacher and 
student. The teacher can teach either in a real classroom or in his own place. In 
APPLE, the capacity of a classroom is greatly extended, which enables more students 
to join the class and interact with the teacher. 

Fig. 2. The overview of APPLE 

To make APPLE successful, the following issues should be taken into 
consideration: the efficiency and transmission quality of underlay P2P platform; the 
recording and replaying of the live of a class; the management of the virtual class; and 
the interaction approach between students and the teacher. 

3.1   Overlay Broadcast in APPLE 

Internet broadcast systems [9] are popular in both industrial and academic fields, but 
they are not widely used in e-Learning systems. In the following paragraphs, we will 
discuss the overlay broadcast in our system. 

3.1.1   Scheduling Strategy 
In APPLE, we set up a relay tree to support unlimited access to a live class. 
Scheduling strategy should be deliberately designed in order to yield good efficiency. 
Therefore the following principle should be followed when selecting father node: 

Principle: the schedule strategy should make relay tree achieve appropriate clustering. 
If the link between two nodes has the characteristics of low latency, the two nodes can 
be a parent-child pair. 
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As the network topology is usually static, we can study the network topology to get 
the latency and bandwidth information between different sites. After studying the 
network topology in CERNET (China Education and Research Network), we develop 
a mechanism called landmark to represent the network status of a node. We map a 
subnet to a landmark and establish a landmark database containing those mappings. 
The nodes which have adjacent landmark ID will have low latency between each 
other. When a node is performing father selection, the landmark ID will be compared 
and a node holding an adjacent landmark ID will be chosen as father. This approach 
guarantees child node receiving good quality of audio and video from its father. 

We use IP matching rule to schedule the nodes whose IP addresses are not located 
in the database. Fig. 3 shows the scheduling strategy of the relay tree. The nodes from 
the same university usually have the similar landmark IDs, hence they are scheduled 
to cluster together. 

Fig. 3. Schedule strategy of the relay tree 

The fact that many nodes are behind firewall cannot be ignored. When a new node 
which is behind the NAT is scheduled to the leaf node that has no ability to provide 
relay function because of his own firewall, the scheduling failure will occur. To 
prevent such situation from happening, we use trace back scheduling. By sending a 
certain message to the father of the inadequate node, the node which did not receive 
rely message from the inadequate node will be scheduled to another child of its father 
node. This mechanism avoids scheduling failure in most of situation except all 
children of the father node are behind the different NAT and firewalls. 

Considering that many nodes which are behind the same NAT or firewall would 
join the same live class, setting up relay paths in those nodes is not efficient. Although 
lots of routers in Internet are not designed to support multicast, multicast in LAN is a 
good choice. The participants in the same class from the same LAN will form a 
multicast group, which will greatly reduce the overhead of the network transfer. 

3.1.2   Transfer Policy 
In order to make full use of bandwidth and improve the quality of live class, a 
prioritized packet forwarding scheme is used to exploit the available bandwidth. 
There are four kinds of packets in APPLE: a) control command packet: the packet 
transferred among the nodes on the relay tree to control and maintain the tree, 
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sometimes bringing the message information from teacher to students; b) powerpoint 
control packet; c) audio stream packet; and d) video stream packet.

Fig. 4. Relay different streams in the system 

Control command packet and powerpoint control packet are prioritized over audio 
and video stream packets, and audio is prioritized over video. The node dynamically 
selects proper type of the packet to transfer based on the loss rate to relay user (as 
shown in Fig.4). Thus, control command and message from teacher to students are 
highly protected. This ensures that in the case of network congestion or poor selection 
of parent node, students are still able to join the live class with low bit rate stream 
automatically. 

3.2   Virtual Classroom Service 

We develop a stateful grid service called virtual classroom service. This service is 
deployed and published in a server running WSRF.NET. This service is in charge of 
the management of the virtual class. The information of virtual classroom service is 
registered in an index server. All nodes in the environment acquire information of the 
classes and electronic learning contents by searching in index server. 

The virtual classroom service maintains the up-to-date status of the live class. It 
uses WS-Notification mechanism to notify participants the status change of a class. 
People who join the class will automatically subscribe this notification. The 
WSRF.NET handles the whole process of notification which facilitates us concentrate 
on the design of other parts of the application. 

3.3   Replay of Live Classes 

It is possible that students miss some classes they are interested in. So how to replay 
the previous class is very significant in e-Learning system. During the period of the 
live class, the live of the class, including audio, video and PowerPoint action, is 
recorded and stored in the content server. 

Adding timestamps to audio and video stream is a common and efficiency way to 
make them synchronized. But the problem of synchronization with the audio, video 
and PowerPoint control message is a still remained. We solve this problem by insert 
the control message into the send queue when the action takes place. Then control 
information and multimedia information are kept in the same file. This can offer the 
synchronization of the audio, video data and PowerPoint action. 
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Interaction message is another element that should be recorded. Those recorded 
message may help reviewers understanding the content of the class more thoroughly. 
Considering the loose coupled with the time, we record these messages without 
timestamps. We do not record all the chat messages during the class, instead 
recording those messages that were signed by teacher or teaching assistant. 

3.4   Interaction Between Teacher and Students 

Interaction is a very important part of e-Learning system. We provide the following 
interaction approaches in APPLE. 

Sharing PowerPoint is the basic interaction pattern of a live class. APPLE does not 
convert the slides into pictures, but transfers the PowerPoint file and its control 
command to achieve the sharing of PowerPoint. The display of PowerPoint slide is 
controlled by teacher, and control command is forwarded on the overlay tree. The 
slides are synchronized with the audio and video streams. When the command is 
transferred, some restrictions are added to play the PowerPoint slide at student side. 
Allowing students only to view the slides the teacher have been played and not 
allowing student to copy the PowerPoint file are such restrictions. On the teacher side, 
it is designed to modify these restrictions easily. 

Instant Message is another method to communicate with each other in live class. 
Here exits two ways to send messages, one is based on the overlay tree; the other is a 
distributed way to send messages among class participates. 

The tree relays the control and chat messages from teacher to each participate in 
the class. The chat messages from teacher are always the important messages like 
answers of questions and announcement of class. They have little chance to loss as the 
relay path is based on TCP. The messages deliver to the teacher is set to broadcast to 
all participates in class by default, more like a real class interaction. 

4   Scenario Description 

We install WSRF.NET on a server and use it as the grid service provider. There could 
be multiple grid service providers in a grid domain. This can offer better service 
capacity and availability. There is a virtual classroom service running on each 
WSRF.NET server. These providers register its services to an index service server (or 
an information service server). Services with same functions usually conform to the 
same port-type, which enable the index service to aggregate the physical services of 
the same kind to a virtual service. We can also employ multiple index service servers 
in a grid domain. These servers cooperate with each other in a peer to peer fashion. 

For an ordinary user, he/she just needs accesses to a web portal. Certain 
mechanism will automatically redirect him/her to an index service server which has 
the least latency from him/her. Then he/she can see all the virtual services published 
on the server node including the virtual classroom service. When he/she chooses to 
access the virtual classroom service, the index service will choose a best suitable 
physical service of virtual classroom for him/her. 

We install our P2P application on about one hundred PCs distributed in several 
different sub nets. Everyone can act as teacher or students, which is decided in the 
initial configuration. The teacher uses virtual classroom service to establish a virtual 
classroom. Students access the virtual classroom service to retrieve the classroom 
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lists. Then he/she selects the interested class to join the virtual classroom. A camera is 
used to capture the teacher’s video and a P2P based network is used to broadcasting 
the audio and video data. A snapshot of APPLE user interface is shown in Fig. 5. 

Fig. 5. The user interface of APPLE 

5   Related Works 

Many of the existing e-Learning products are content based and employing an 
information transfer paradigm. SOUL [11] (the SPACE On-line Universal Learning) 
Project is a famous project of such kind. SOUL is now serving over 20,000 users. 
Compare to other off-the-shelf e-Learning solutions, SOUL is tailored for students 
and teachers. To help organizations leverage technology and resources to achieve 
their e-Learning initiative, SOUL has developed a comprehensive set of e-Learning 
tools to streamline the process of e-course development, delivery, learner assessment 
as well as e-course evaluation and enhancements. Although SOUL has achieved some 
success, it lacks of live learning and synchronized collaboration. 

Neal [12] studies how technology supports interactive, seminar-style distance 
learning classes where students learn from personal computers. Audio conference and 
internet relay chat support communication, and students feel that videoconferencing is 
necessary to create a classroom community. Gloster [13] employs synchronous and 
asynchronous learning components in its two-site distance education course program. 
They are concerned about the effect of the pedagogic process, but we are interested in 
the quality of the learning environment. 

ConferenceXP [14] is an initiative of Microsoft Research’s Learning Sciences and 
Technology group. It is aiming to explore how to make wireless classrooms, 
collaboration, and distance learning a compelling, rich experience. It is similar to our 
e-Learning environment. It supports the development of real-time collaboration and 
video conferencing applications. It also serves as an open research platform by 
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providing a flexible, common framework for designing and implementing 
collaborative learning applications. ConferenceXP uses multicast to transfer audio 
and video data, though it claims supporting unicast where multicast is not supported, 
but now it is solely multicast based. It does not take grid technology into its design. 

Access Grid (AG) [15] is an ensemble of resources including multimedia large-
format displays, presentations and interactive environments, and interfaces to grid 
middleware and visualization environments. These resources are used to support 
group-to-group interactions across the grid. AG can be used for large-scale distributed 
meetings, collaborative work sessions, seminars, lectures, tutorials, and other e-
Learning related scenarios. AG is now used at over 150 institutions worldwide, and it 
can be regarded as an enormous e-Learning resource warehouse. To maximum the 
benefit AG to us, we need develop applications that can take full use of the resource 
provides, which is just the aim of our project. 

6   Conclusions and Future Works 

In this paper, we present a P2P based e-Learning environment together with grid 
technology. To our knowledge, our effort is among the first several reports on 
experience with real application deployment which combine P2P and grid into the 
design of e-Learning system. Our work has proved that the adoption of P2P and grid 
in e-Learning is applicable and can achieve optimistic effect. APPLE also proves that 
a P2P overlay can be a cost-effective alternative for enabling the live broadcast over 
internet. APPLE copes with the advanced needs for both teachers and students, and 
yields a good result in the pedagogic process. 

With the experiences and lessons accumulated from our preliminary work, we plan 
to conduct further researches in the following areas: 

Enhancement of the P2P Platform. we will seek approaches to enhance the stability 
and reliability of the platform, reduce the loss rate of stream data transfer, in order to 
provide a high quality and availability e-Learning environment. 

Enhancement of the Grid Service. we plan to design more sophisticated services 
which can take full use of the advantages of grid technology. 

Standardization of Learning Materials. we will consider implement the SCORM [16] 
specification to describe the educational resources in APPLE, which will provide the 
interoperability with other system as well as the reusability of learning materials. 

Artificial Intelligence. we will try to employ AI in APPLE and make the environment 
smarter. The initial AI attempt will be conducted in the phase of the aggregation and 
filter of the knowledge. 
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Abstract. Job scheduling in data grids must consider not only compu-
tation loads at each grid node but also the distributions of data required
by each job. Furthermore, recent trends in grid applications emphasize
high throughput more than high performance. In this paper, we pro-
pose a centralized scheduling scheme, which uses a scheduling heuristic
called Maximum Residual Resource (MRR) that targets high throughput
for data grid applications. We have analyzed the performance potentials
of MRR, and have developed a simulator to evaluate it with typical
grid configurations. Our results show that MRR brings significant per-
formance improvements over existing online and batch heuristics like
MCT, Min–min and Max-min.

1 Introduction

Grid computing is an emerging computing paradigm wherein authorized users
can access and use distributed computing resources (e.g CPU cycles and large
repositories of data) by submitting jobs to the grid and getting results back from
the grid. A grid is a distributed collection of computing and data resources, which
is shared by entities in a virtual organization. Computational grids address com-
putationally intensive applications that deal with complex and time consuming
computational problems on relatively small data sets. Data grids address data
intensive applications that deal with the evaluation and mining of large amounts
of data in the terabyte and petabyte range (e.g. future high energy physics ex-
periments will require petabyte data storage and huge computational power that
may only be efficiently supported by grids). Job scheduling in these grids would
be influenced not only by the required computing power but also by the data
intensiveness of the applications.

Historically, users of computing facilities have been mainly concerned with
the response time of applications while system administrators have been con-
cerned with throughput. However, a growing community of IT managers, re-
searchers and scientists are now concerned about the throughput of their ap-
plications [1],[2]. Increasing grid throughput can be accomplished by scheduling
the maximum number of tasks to the grid in a certain period of time. However,
scheduling tasks in an optimal fashion has been shown to be NP complete [3].
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Although previous work in this area has emphasized job scheduling for high per-
formance computing, to the best of our knowledge no systematic attempt has
been made in studying the scheduling of jobs in a data grid for maximizing the
grid throughput (high throughput computing).

The proposed scheme is a centralized scheduling scheme, in which a central
node or cluster collects the information about available computational resources
and data replicas at all sites, makes scheduling decisions, and informs other sites
the scheduling output. When comparing them with distributed schemes, one
would think centralized schemes are inferior because of a potential performance
bottleneck and the single point of failure at the central node. The former issue is
negligible for our scheme, because the scheme is very efficient and the scheduling
time is trivial when compared with grid job execution time. The latter one can
be addressed by using backups of the central scheduling node.

Our scheme is different from existing scheduling schemes, such as those based
on economic models, scheduling for computational grids, and decoupled compu-
tational and data scheduling. Scheduling for computational grids [9] considers
only job execution but not data locations and movements. Economic models [18]
are suitable when resources are owned by organizations of self-interests, while
we target grids that dedicate resources to non-profit, high -performance and
high-throughput computing. Decoupled computational and data scheduling [4]
arranges job and data replication independently to reduce user response time,
and uses various scheduling algorithms (e.g. scheduling at the least loaded site
and random scheduling). Our scheme is different in that by using residual re-
sources we consider job scheduling and data movements at the same time, and
we target high-throughput of the grid.

From the viewpoint of scheduling, a data grid consists of heterogeneous sites,
which have both computational and data resources. If a job can be executed at a
site, which also has the required data, then the job is an instance of (Local data
and Local execution) with respect to the site. Thus the different job execution
scenarios can be Local data and Local execution (LDLE), Remote data and
Local execution (RDLE), Local data and Remote execution (LDRE), Remote
data and Same Remote execution (RDSRE) and Remote data and Different
Remote execution (RDDRE).

We propose a scheduling heuristic, which takes into account both job com-
pletion time and processing power available at a site to guide the scheduling
process. The main objective is to distribute jobs over sites in such a manner so
as to lower the probability of RDLE executions. For data-intensive applications,
where data transfer time can be appreciably higher than job execution time, this
scheduling heuristic reduces the makespan for a task-set. In our system model,
users submit jobs to a metascheduler. The metascheduler then schedules the jobs
at different sites using a scheduling algorithm. Each site has a local scheduler,
which only decides how to allocate resources to jobs submitted to the site by
the metascheduler. Thus, we use a centralized scheduling policy. To evaluate
the performance of our heuristic and to compare it with existing heuristics for
online and batch scheduling modes, we have developed a discrete event simula-
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tor. Our results have been encouraging and show an appreciable improvement
in makespan when compared with both online and batch heuristics. Moreover,
a better load balance in job distribution is also achieved.

The paper is organized as follows. Section 2 discusses the related work. Sec-
tion 3 gives the outline of our scheduling model. Section 4 presents the per-
formance metrics for evaluating job scheduling for data grids, and Section 5
describes our scheduling method. Section 6 gives the experimental environment,
and Section 7 presents the simulation-based experimental results. Finally, Sec-
tion 8 concludes our work.

2 Related Work

Scheduling in grids has been extensively studied in different contexts e.g. schedul-
ing for computational grids [9] [10], decoupled computational and data schedul-
ing [4] and scheduling based on economic models [18]. Economic models (e.g.
scheduling model used in Nimrod-G [18]) use factors like resource cost, user prior-
ity, job deadline, user preference, resource architecture etc. in making scheduling
decisions. Ranganathan et. al. [4] propose a scheduling framework which con-
siders data scheduling and computation scheduling separately. They emphasize
high performance computing. Takefusa et. al. [19] present a performance anal-
ysis of scheduling and replication algorithms on grid datafarm architecture for
high energy physics applications. Takefusa et. al. [20] study deadline scheduling
for client-server systems on the Computational Grid. Casanova et al [10] de-
scribe heuristics for scheduling parameter sweep applications in computational
grids. Park et al. [5] describe cost models to schedule jobs on the grid to min-
imize response time for the user and again they emphasize user response time
optimization. Stockinger et al. [6] describe a cost model for distributed and repli-
cated data stores. Min et. al. [7] and Smith et. al. [8] discuss advance reservation
of resources (resource co-allocation problem) in their scheduling algorithms to
satisfy the QoS requirements of the user. Subramani et.al. [9] evaluate some
centralized and distributed scheduling decisions for a computational grid and
propose a scheme which uses redundant distribution of a job to different sites to
reduce average job slowdown and turn-around time. Scheduling of independent
tasks to heterogeneous computing systems has been described in [15].

3 Scheduling Model

We use a system model in which the grid consists of sites which have both
computing and data storage resources. The sites are connected by a wide area
network (WAN), while the nodes in a site are connected by a local area network
(LAN). We consider the data transfer time within the local LAN (intra-site data
transfer) at a site to be negligible in comparison to both job execution time
and inter-site data transfer time. We also ignore the time to transfer the out-
put dataset from the site executing the job back to the user, since this does
not influence the grid throughput. Our scheduling model uses a Metasched-
uler for scheduling of jobs at the different sites. The users submit jobs to the
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metascheduler. The Metascheduler decides the grid site for job submission using
a heuristic-based scheduling algorithm. Once a job is submitted to a site,
the Local Scheduler at the site manages scheduling using local scheduling algo-
rithm, which may vary from one site to another. Thus, our model is somewhat
similar to the model used in [4], the difference being that all users are associated
with a single Metascheduler and sites do not have a Dataset Scheduler, since no
dynamic replication takes place. Once a job is submitted to a site, it occupies
the resources assigned to it until job completion i.e. there is no job preemption.
The Metascheduler interacts with the Information and Monitoring service (e.g.,
the Globus MDS [11], NWS [12]) and Replica Location Service to determine the
various possible resource allocations, which can satisfy the job requirement.

4 Performance Metrics

We use makespan as the primary performance metric. Before giving a formal
definition of makespan, let us look into some other job execution terms in the
context of a data grid. A data grid is characterized by a distribution of hetero-
geneous computing and storage nodes. A job requires an input data set (some
form of data product), on which an algorithm is applied to generate a the out-
put product (time to derive). Once this is done, this output product is analyzed
(time to analyze). Thus the total execution time (if the input data set is present
at the site, where the job is submitted) is given by (derivation time + analysis
time). Hence, the expected execution time emn of job jm on site sn is given
by (time to derive(jm)+time to analyze(jm)), given that the input data set is
present at site sn. The expected completion time cmn of job jm on site sn

is defined as the wall-clock time at which sn completes jm(includes the time to
transfer the input data set from some other site, if it is not present at sn.) Let
us consider a batch of J jobs, which have to be scheduled. If a job jm arrives at
time ta and begins execution at time tb, then cmn = tb + emn. The makespan
for the complete schedule is then given by: Maxjm∈J(cmn). In a data-grid, an
input data set required by a job may or may not be present at the site, where
the job is submitted for execution. Thus the size of the input data set and the
network bandwidth available can have a significant influence on the makespan.

5 Scheduling Algorithm and Heuristics

A scheduler can schedule jobs in two different modes: online and batch. In the on-
line mode, the scheduler maps a job to a site and schedules it for execution im-
mediately. Thus this mapping and scheduling is a one-time event. On the other
hand, in the batch mode, when scheduling requests arrive at the scheduler, they
are not mapped immediately. Instead the mapping is done for a set of tasks (meta-
task) at a prescheduled time and this is called a mapping event. The frequency of
mapping events is called scheduling frequency. The benchmark heuristic for online
mode is Minimum Completion Time (MCT). Batch mode scheduling heuristics in-
clude Min-min [14] and Max-min [14]. Figure 1 outlines the Min-min and Max-min
heuristics. Min-min heuristic is used as the benchmark for the batch mode. In the
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Min-min heuristic, the minimum completion time for each job (over all sites which
have the necessary processing power for job execution) is predicted. Then the job
which has the least MCT is scheduled (by mapping it to the site which completes
job execution in the minimum time) and then deleted from the meta-task. The pro-
cess is repeated with the remaining jobs in the meta-task until all jobs have been
scheduled. The motivation behind this heuristic is to complete job execution at a
site at the earliest possible time and have resource available for future job submis-
sions. Max-min uses the maximum value of MCT as the heuristic. The idea is to
overlap execution of short tasks with long tasks.

5.1 Our Approach

In a data grid, job execution time is not only influenced by the processing speed
at different sites, but also the presence or absence of the input data-set at the
job execution site. We know that a job, when submitted to a site(say A), can be
an instance of LDLEA or an instance of RDLEA. The job completion time in
the first scenario is always less than the second because of the overhead due to
data transfer from a remote site (remote w.r.t site A).

We propose a Min-MRRmin heuristic (Figure 2), which not only uses
MCT, but also the Residual Resource at each site to guide the scheduling
process. We define residual resource of a site as the processing units available
at the site after a job is submitted for execution. For each job, if there exists
even a single job execution, which is an instance of LDLE, it is given preference
over all other instances of RDLE. If multiple instances of LDLE (or multiple
instances of RDLE and no instance of LDLE) exist, then the following objective
function is used to select the best instance.

1) while there are jobs (in metatask
J) to be scheduled

2) for each job j ∈ J,
3) calculate cjs for all sites (s

∈ S: sites)
4) calculate cj(min)
5) end for
6) schedule the job which has

the (min/max) value of
cj(min) at the correspond-
ing site s.

7) delete the job from J.
8) update the re-

source(processing units)
at the corresponding site
s.

9) end while

Fig. 1. Min-min/Max-min heuristic

1) while thereare jobs (inmetatask
J) to be scheduled

2) for each job j ∈ J,
3) calculate Wjs for all sites

(s ∈ S: sites)
4) calculate Wjs(max) and

record the corresponding
cjs

5) end for
6) schedule the job which

has the minimum value of
cjs in step 4.

7) delete the job from J.
8) update the resource (pro-

cessing units) at the cor-
responding site s.

9) end while

Fig. 2. Min-MRRmin heuristic
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Wjs = αRjs − βcjs

where
Rjs: Residual resource of site s after submission of job j;
cjs: Job completion time for job j at site s;
α, β: Weights s.t. α+ β = 1.

The motivation behind using this heuristic is to find an optimum balance
between the job completion time and the residual resource available at a site
after a job submission. A site which has a high residual resource and low job
completion time is always given preference in step 4 of the algorithm. Instead
of overloading sites with short jobs, this heuristic tries to distribute jobs over
sites (achieving a better load balance) and decreases the probability of RDLE
job executions. Weights are used to assign priorities to residual resource and
expected completion time. A value of α greater than 0.5 (and correspondingly β
less than 0.5) means that greater weight is given to residual resource. Residual
resource should be given a higher priority if data transfer time is appreciably
higher than job execution time and files are distributed in a non-uniform manner
with some files available at specific sites. One example of this scenario can be the
high energy physics experiments [17], where initially all data would be located
at the central site at CERN. There would be a good number of RDLE job
executions in such a scenario and hence higher weight must be given to residual
resource. On the other hand, if the data files required for a job are small in size
and the data transfer time is significantly smaller than job execution time, then
the execution time becomes the major component of the job completion time. In
this case, a higher weight should be assigned to job execution time. The value of
α at which the minimum makespan is achieved depends on file access pattern,
distribution of files at different sites and average job size.

From our simulations, we have observed that for typical data grid configu-
rations the makespan decreases with an increase in α and reaches a minimum
in the (0.5 - 0.8) range and then increases again. We have run simulations for
different configurations and observe a trend which is close to that shown in Fig-
ure 3. In a data grid, the major component of the job completion time is the
data transfer time and initially all the files are located at the central or root
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node. Therefore, a significant number of RDLE executions take place and the
makespan decreases with increase in α. For values of α higher than 0.8, since
the weight associated with job execution time is very low, the job allocations
are decided mainly on the basis of residual resource available at a site. This can
result in high values of job execution time for some jobs, thereby increasing the
makespan.

5.2 Analysis

We first analyze how RDLE job execution affects the makespan of a set of jobs
and the utilization of computing resources (processors1)at each site. We then
compare our heuristic with existing online and batch heuristics. In our schedul-
ing model, the metascheduler uses either online or batch processing of jobs in
the job queue. Thus, a job is submitted to a site only when it has the necessary
processing units to execute the job. The local scheduler only decides how to
schedule the jobs on its local resources. Hence a job can only be in a queue at a
site, while it is waiting for transfer of the required input dataset from a remote
site. Thus, whenever a job execution belongs to RDLE, the following happen:
1. The job completion time is high. Moreover, computing resources at the site

are occupied for a longer period of time because of the waiting time due to
data transfer. Thus the probability of LDLE at this site decreases and the
probability of RDLE at other sites increases. This increases the makespan.

2. Since the processors remain idle during data transfer time, the processor
utilization is reduced.

The online scheduling heuristic, MCT schedules a job at a site, where the job
can be completed in a minimum amount of time. In our approach, we use the
maximum value of Wjs to select the site. Thus, preference is given to a site that
has a higher residual resource and lower job completion time. Batch scheduling
heuristics like Min-min tries to minimize the makespan by scheduling jobs at sites
which can result in the the minimum job completion time. Step 4 in the Min-
min algorithm filters out all possible execution scenarios (for each job), which
are instances of RDLE, if there exists at least one scenario, which is an instance
of LDLE. Thus, if there are two or more sites which have both the necessary
processing units for the job execution as well as the input dataset in their data
storage, then the site with the faster processors is selected. So, if there are fre-
quent requests for a particular dataset (step 6), a site which has that dataset and
has comparatively faster processors, gets flooded with job submissions resulting
in insufficient computing resources for subsequent jobs (requiring different input
datasets). This increases the probability of RDLE for those subsequent jobs.
Max-min uses the same strategy in step 4 but gives priority to longer jobs in
step 6. Thus two jobs requiring the same input dataset for job processing will be
mapped to the same site and will run for a longer period of time, thereby wors-
ening the performance even further than Min-min. Min-MRRmin selects the site
which has the highest value of Wjs for each job (step 4) and then gives priority
to jobs which have lower job completion time (step 6).
1 we use the terms processing units and processors interchangeably.
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6 Simulation Setup

We have developed a discrete-event simulator (written in Java) to evaluate the
different heuristics. The main components of the simulator are the scheduler,
network manager, resource manager and the replica manager. The sched-
uler interacts with the network manager, resource manager and replica manager
for information about network bandwidth, computing resources and file repli-
cas respectively. Each site has computing (processing units) and storage (data
sets) resources. The processing speed and storage capacity can vary from site to
site. The job arrivals are modeled by a Poisson process. We use data from [17]
to select the value of λ (job arrival rate). A job is represented by the tuple
{ arrival-time,job-id,user-id, processing-units,dataset-id }. The dataset request
pattern from each user (the number of users used in our simulations = 50) is
modeled using zipf distribution.

250-10000JOB ARRIVAL RATE 

(jobs/day)

100,500,1000WORKLOAD SIZE

0.32,0.64NETWORK BANDWIDTH 

(GB/s)

1-200DATASET SIZE(GB)

200NUMBER OF DATASETS

10NUMBER OF SITES

FLATGRID TOPOLOGY

Fig. 4. Simulation Parameters

We do not model any particular grid test-bed. A flat grid topology containing
10 sites is used for the simulation. Each site has a certain amount of processing
units (100-2000) and storage capacity (7-80). We use data from [17] and appro-
priately scale them to suit our simulation needs. The grid consists of a central
site (similar to CERN in EU data grid testbed), which contains the entire dataset
and has the highest processing capacity. The datasets are distributed randomly
at the other sites. When a dataset has to be fetched from a remote site, it is
cached at the local site and LRU file replacement is used. No dynamic replication
takes place. The network bandwidth is modeled using data from [17].

We assume that each dataset is represented by a file and different files have
different file sizes. Each job requires a single file and the processing time and the
number of processing units required is proportional to the size of the file. Figure
4 shows the different simulation parameters.

7 Results and Discussions

A data grid is characterized by the presence of input data sets, which are present
at a central site and replicated at other sites. We know that the job completion
time for a job jm submitted to a site sn, such that the input data set for the
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job is present at the site is much less than the case when the data set has to
be fetched from a remote site. Therefore, the degree of replication of the data
sets can significantly influence the makespan of a batch of jobs. We evaluate the
different heuristics for random distribution of replicas at sites other than the
central site (which has all the datasets). We have run simulations to compare
the performance of the different heuristics in both online and batch mode.

Online Scheduling

The benchmark heuristic for online scheduling is Minimum Completion Time
(MCT). We compare the performance of MRR-min with MCT for workload size
of 100 and 1000 (Figure 5). MRR-min is the online version of Min-MRRmin. In
the online mode, each job is scheduled immediately and this mapping occurs once.
For each job, MRR-min calculates the maximum value of Wjs and selects the cor-
responding site for job submission. We observe a significant performance improve-
ment (average improvement of 45%) over MCT at high job arrival rates. We also
compared the number of LDLE and RDLE executions for both cases (workload size
of 1000). MRR-min has about 21% less RDLE executions than MCT (Figure 6).

The aforementioned statistics represent the case when the data transfer time
for a dataset is appreciably higher than the job execution time and replicas are
randomly distributed at sites other than the central site. In this case, we found
best results are achieved using α = 0.5 and β = 0.5. We also collected statistics
for the cases when data transfer time is comparable to execution time and data
transfer time is appreciably smaller than job execution time. In both cases, we
get a percentage improvement of about 7%. Thus, the percentage improvement
in performance of MRR-min is the highest when data transfer time is much
higher than job execution time. As the job execution time becomes comparable
to or larger than data transfer time, even though there might be instances of
RDLE, these get overlapped by instances of LDLE at other sites and therefore
the increase in makespan due to RDLE instances is appreciably smaller.

Batch Scheduling

To start with, we use a small set of jobs, which are mapped to different sites
using a single mapping event. With a small set of jobs, we can effectively study
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load-balancing issues for each heuristic besides analyzing the factors affecting
the makespan in each case. Figures 10, 6 and 7 show the makespan for the three
heuristics for the case, where the file replicas are randomly distributed. The
makespan for the meta-task using MMR-min heuristic is about 40% less than
that of the Min-min and Max-min heuristics. Moreover, a better load balance
is achieved in the case of Min-MRRmin. Jobs are scheduled at 7 different sites
in Min-MRRmin, whereas Min-min and Max-min schedule jobs at 5 and 6 sites
respectively. Min-MRRmin achieves a better distribution of jobs and by giving
priority to a job which can be scheduled at the site which has the maximum pro-
cessing units (maximum residual resource). It tries to maximize the probability
of a job being executed at a site which also has the required input dataset. This
has a significant impact on the makespan, because the overhead due to dataset
transfers (for instances of RDLE) is minimized.

For the batch mode, we compare the performance of Min-MRR, Min-min and
Max-min heuristics for different scheduling frequencies and different job arrival
rates (λ). We vary the value of λ from 200 jobs/day (0.003 jobs/s) to 10000
jobs/day (0.116 jobs/s). We use scheduling frequencies of 20, 50 and 100 seconds
and also vary the values of the weights, α and β.
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Figure 8 shows the makespan in each case (for a workload size of 500). Min-
MRRmin has the lowest makespan for lower frequencies and always performs at
least as good or better than Min-min and better than Max-min. A performance
gain of about 30% and 28.5% is achieved over Min-min and Max-min respec-
tively for a scheduling frequency of 20 seconds. The best results are obtained
for high data transfer time (in comparison to execution time), lower scheduling
frequencies and high job arrival rates. We also observe that Max-min performs
better than Min-min at low scheduling frequencies.

8 Conclusions

Job scheduling for data grid applications must take into account not only job
execution times but the distributions of required data. Existing scheduling meth-
ods such as Min-min and Max-min only consider the former factor. We proposed
a new scheduling heuristic called MRR, which systematically considers the ex-
ecution time and data transfer time for the current job as well as minimizing
the probability of future job assignments that require remote data transfer. By
including the residual resource into the evaluation of a site for running a given
job, our method may maximize the number of local-data, local-execution job
assignments. Our simulations results show that in both the online and batch
modes of scheduling, our method performs significantly better than the existing
methods in the same category.
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Abstract. Failure is unavoidable in any computing environment and hence any 
computing architecture must address recovery issues. Recovery becomes more 
complicated when sites are distributed, autonomous and heterogeneous. Grid 
architecture is such an evolving distributed architecture. Databases operating in 
Grid architecture have different recovery issues than their other distributed 
counterparts – distributed and multidatabase. In this paper we focus on 
maintaining correctness of data in case of site failure in Grid database. 

1   Introduction 

With continuously evolving computing infrastructure the need for data management 
has also changed. To maintain correctness and consistency of data in the database, 
transaction management techniques should be modified to accommodate these 
infrastructural changes. Initially data was centrally stored and managed but 
development of distributed computing infrastructure required distributed management 
of data. A transaction is a program unit that access and updates the data in 
central/distributed database [1,2]. Transaction must preserve the consistency of 
database. Atomicity, Consistency, Isolation and Durability (ACID) properties [2] are 
used to ensure correctness of data. Technique used to achieve these properties differs 
depending on the underlying hardware infrastructure, e.g., atomicity (transaction runs 
to its entirety or not at all) in centralized database management systems (DBMS) can 
be achieved only by log entry but achieving atomicity in distributed DBMS needs 
communication with all cohorts of the global transaction. Two-phase commit (2PC) 
[2] is used to meet requirement of atomicity in distributed environment. 

Grid computing [5,6,9,10,11] is a new and evolving computing infrastructure that 
promises to support collaborative, autonomously evolved, heterogeneous and data 
intensive applications. There is a need to revisit and address transaction management 
issues in Grid databases. Our earlier work has addressed the concurrency control 
issues [8] and atomic commitment issues [7] in Grids. In this paper we mainly address 
the problem of failure recovery in Grid environment to maintain atomic commitment. 
2PC [2] is the most widely accepted Atomic Commit Protocol (ACP) in distributed 
systems. It involves two phases- voting phase and decision phase. Grid database, due 
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to autonomy and heterogeneity, cannot assume implementation of common protocol 
among all participating sites. 

The remainder of the paper is organized as follows. Section-2 explains Atomic 
Commitment in Grids and log files required to maintain consistency of data in case of 
site failure. Section-3 explains the proposed recovery algorithm in detail. Finally 
section-4 concludes the work. 

2   Grid Atomicity and Maintaining Logs for Recovery 

Grid databases will have different working environment than traditional distributed 
databases. We argue that Grid databases will not have the leverage of global logs and 
thus recovery issues have to be revisited. We briefly explain the state diagram of Grid-
ACP from [7] for better understanding in this paper.  

State Diagram of Grid-ACP: There is an originator of the transaction and may be 
one or more participant(s). To handle heterogeneity and autonomy features of Grid 
databases we introduce a new state, sleep state, in transaction execution. Any 
transaction that accesses more than one data sites is known as a global transaction. 
State diagram of global transaction executing at originator and participant(s) are 
shown in figure 1. 
Working of Grid-ACP: As soon as the global transaction arrives at the originator, the 
transaction is divided in various subtransactions depending on location of data and 
enters running state. Grid’s data location service may be used for splitting the 
transaction. Subtransactions are then submitted to corresponding participants. If the 
originator finishes execution of its cohort it enters wait state and waits for response 
from other participants. If all response is to ‘commit’ the originator enters commit 
state and informs participants accordingly. If any of the participants decided to ‘abort’ 
the originator decides to abort, enters pre-abort state and waits for acknowledgement 
from participants. On receiving acknowledgements the originator enters abort state. 

 

State diagram of participating site 

Running 

Wait 

Commit Pre-Abort

Abort

Running 

Sleep 

Commit

Abort 

Compensate 

State diagram transaction originator  

Fig. 1. State diagram of transaction executing at different sites 

Sleep state helps in avoiding requirement of a common protocol as well as 
requirement of communication between participants. The participant in sleep state 
indicates that the subtransaction has decided to commit but is awaiting originator’s 
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response. Effects of the sleeping subtransaction have to be made visible to other 
local/global transactions due to control autonomy requirement of Grid databases. 

Model for Storing Log Files at Originator and Participating Sites: Due to inherent 
nature of grid infrastructure like autonomy, heterogeneity, high volume of data 
handling etc. it may not be possible to maintain global log records, unlike traditional 
distributed and multidatabase systems. At the same time Grids will not have top-layer 
management system like distributed or multidatabase management systems. Thus we 
use a model where logs are stored at local sites. In absence of global logs, recovery 
procedure will have to be modified accordingly. We propose the recovery algorithm 
for this model in next section. 

Originator-site 
(Generates unique 

GTID for GT)  

Participating 
site I 

 GT Termination log GT Active log GST Ready log

GST Active log GST Termination log GST Active log GST Termination log 

Participating 
site II 

Legend: 
GT – Global Transaction                                             GST – Global Subtransaction 
GTID – Global Transaction Identifier  

Fig. 2. Various logs at originator and participants 

Though same site can act as an originator for some transaction and participant for 
some other transaction, but for pedagogical simplicity here we distinguish between 
logs stored in originator-site and participating-site. Figure 2 shows the log files 
required at originator and participant(s). 
Logs required at originator site: (i) Global transaction active log, (ii) Global 
subtransaction ready log and (iii) Global transaction termination log. Logs required at 
participating site: (i) Global subtransaction active log and (ii) Global subtransaction 
termination log. Any transaction can have one or more subtransaction(s). Participating 
site doesn’t need ready log, this could be figured out from the combination of GST 
active and termination log. Since sleep is updated in the active log and depicts that the 
participant decided to commit. 

3   Proposed Failure Recovery Algorithm 

Earlier we discussed various states of executing transaction at originator as well as 
participating sites. Sites may fail in any of the states of transaction execution. There 
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could be different scenarios in site failure e.g. failure of only participants, failure of 
only originator and simultaneous failure of participant and originator. In this section 
we propose recovery procedure for participating as well as originating site. The 
recovery procedure can handle failure of transaction at various states.  

3.1   Participant Recovery Procedure 

Step-1: Restart the participating DBMS. 
Step-2: Recover local transactions by using information stored in the log.  
Step-3: The participating-site then checks in Global subtransaction active log whether 

it is executing subtransaction of any global transaction. 
Step-3A: If the site does not have any cohort of global transaction then the site can 

recover independently by using local logs. 
Step-3B: If the site is executing local subtransactions of any global transaction, 

originator-site of the global transaction is informed.  
(1) Participating site failed in running state: Abort the global subtransaction, 

remove the GTID from Global subtransaction active log, append abort in 
Global subtransaction termination log and inform the originator. 

(2) Participating site failed during compensate state: If the GST termination log 
contains abort but GTID still exists in GST active log then the participant 
knows it failed during compensate state. Compensating transaction is then 
rerun to completion. After successful compensation GTID is removed from 
GST active log and originator is informed. 

(3) Participating site failed during sleep state: If GTID exists in the GST active 
log and no decision (commit or abort) could be found in GST termination 
log regarding that GTID then the participant knows that it failed during it 
was in sleep state. 

(i) GT termination log at originator contains commit: Originator replies 
with ‘commit’, the participant recovers and updates the GST 
termination log and removes GTID from GST active log. 

(ii) GT termination log at originator contains abort: Originator replies with 
‘abort’ and participant executes the compensating transaction. GST 
termination log is then appended with ‘abort’ and GTID is removed 
from the GST active log. 

(iii) GT active log at originator contains wait: Originator replies with 
‘active’ and the participant can safely recover to the state where it failed 
i.e. sleep. No new entry in the participant’s log is required. 

(iv) GT termination log at originator contains pre-abort: This indicates the 
global decision to abort has been made and the originator is waiting for 
acknowledgements. If ‘abort’ is not found in GST termination log at 
participant then it appends ‘abort’ in GST termination log. The 
participant should then execute the compensation rules and 
acknowledge the abortion of subtransaction and removes GTID from 
the GST active log. 

Originator makes the final decision after response from all participants is 
received. 
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Step-4: Decision is made depending on the message that the participant receives in 
step-2 or step-3 from the originator. Participant’s logs are updated accordingly. 

Step-5: The participating DBMS regains normal operations and starts accepting 
external requests. 

Step-6: Participant’s recovery process is terminated. 

3.2   Originator Recovery Procedure 

Though the originator is also a data site, failure of originator site has different impact 
than failure of participating database site. The originator should restart and then 
determine state of all participating sites. Next we discuss recovery procedure for the 
originator. 

Step-1: Restart the originator site and restore the values from the log. 
Step-2: Determine the status of outstanding subtransactions executing in multiple 

participants. 
Case-I. Originator is in running state: If the subtransaction of the global 
transaction executing at the originator is active during the failure, the originator 
decides to abort, and appends ‘abort’ in GT termination log. 
Case-II. Originator is in wait state (subtransaction executing at the originator has 
successfully executed but waiting for response of other participants), i.e. GTID 
can be found in GT active log and no entry regarding the GTID in GT 
termination log. Number of ‘ready’ entries in the GST ready log is also less than 
the number of subtransactions. 
(i) If the participating subtransaction is in running state then the originator 

allows it to continue normally. 
(ii) If the participating subtransaction is in sleep state then the originator 

records the information in GST ready log and leaves the participant in sleep 
state till the final decision is made. 

(iii) If the participating site is either in abort or compensate state, this signifies 
that the originator failed after the global decision to abort the transaction 
was made but could not update the log. The GT termination log is updated 
with ‘pre-abort’, originator then informs all participants and it waits for 
acknowledgement from the participant. 

Case-III. Originator is in commit state, i.e. ‘commit’ entry found in GT 
termination log. Since the originator decided to commit, this indicates that all 
subtransactions executed to successful completion. Hence all subtransactions can 
only be in sleep or commit state. 
(i) If the participant is in sleep state then the originator instructs the participant 

about successful completion of the global transaction and updates the 
originator’s log. Participant then enters the commit state. 

(ii) If the participant is already in commit state then originator has to just update 
its log. 

Case-IV. Originator is in pre-abort/abort state, i.e. ‘pre-abort’ or ‘abort’ entry 
found in the GT termination log. Since the originator decided to abort this 
indicates that any of the subtransactions must have decided to abort. If the 
originator is in pre-abort state then it is waiting for acknowledgement from some 
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of the participants and thus the participants can be either in sleeping state or 
abort state. If the originator is in abort state then all participants must be in abort 
state, since it enters abort state only after receiving all acknowledgements.  
(i) If the participant is in sleeping state, communicate abort decision to it. The 

participant then sends an acknowledgement to the originator.  
(ii) If the participant is in abort state, acknowledgement from the participant is 

updated in the originator-site. When all acknowledgements are received, 
originator moves from pre-abort to abort state and the log is updated. 

Step 3: Depending on above-mentioned scenario, response from all participants is 
collected. If all participants’ response was to commit i.e. they are in sleep 
state then global decision is to commit, which is conveyed to all participants. 
If any of the participants decided to abort then the global abort decision is 
conveyed to all participants. GT termination log is updated accordingly. 

Step-4: The global recovery process terminates. 

4   Conclusion 

In this paper we have presented a recovery algorithm for Grid databases. We have 
argued that due to changing architectural needs of distributed computing, e.g. Grid 
architecture, various database issues, e.g. concurrency control and failure recovery, 
need to be revisited. Unlike traditional distributed databases Grid database doesn’t 
have the leverage to use global log files. Major challenge in maintaining consistency 
in case of site failure is to handle heterogeneity, autonomy, distribution and high 
volume of data in Grid architecture.  
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Abstract. In this paper, we present BioGrid, a novel computing resource that 
combines advantages of grid computing technology with bioinformatics paral-
lel applications. The grid environment permits the sharing of a large amount of 
idle computing resources and data. The investigation of bioinformatics de-
mands orders of magnitude of computing resources and in parallel, the  
biological data are growing in such a high speed. By using BioGrid, we plan to 
integrate and share resources and biological data using the grid computing 
technology. Still in this paper, the well-known FASTA application is per-
formed as matter of testing and analysis in our grid computing platform, as goal 
to show the improved efficiency and reduced computation time.  

1   Introduction 

Grid computing, most simply stated, is distributed computing taken to the next evolu-
tionary level. The goal is to create the illusion of a simple yet large and powerful self 
managing virtual computer, a large collection of heterogeneous systems intercon-
nected by sharing various combinations of resources and data. It is the standardization 
of communications between heterogeneous systems created with the internet explo-
sion. The emerging standardization to share resources, along with the availability of 
higher bandwidth, is driving to an evolutionary step as large as grid computing  
[7, 8, 9]. 

∗ This research is supported in part by the National Science Council, Taiwan, under grant 
NSC93-2213-E-126-010. 

s



On Design of Cluster and Grid Computing Environment Toolkit 83 

There are available parallel versions of bioinformatics applications [1], which can 
be installed and performed on PC-based clusters; for example, HMMer [11], FASTA 
[12], mpiBLAST [13], ClustalW-MPI [2], Wrapping-up BLAST [3], and TREE-
PUZZLE [4], among others. Using these parallel versions to work on sequence align-
ment always can save much time and cost. Especially for some biotechnology and 
high-tech companies, PC-based clusters are already replacing mainframe systems or 
supercomputers, by saving large amount of hardware cost. 

Recent advances in computer technology, especially in the development of grid 
tools, make them excellent option for performing parallel application programs and 
resources usage. Computational grids enable sharing a wide variety of geographically 
distributed resources and allow selection and aggregation of distributed resources 
across multiple organizations for solving large-scale computational and date intensive 
problems in science. BioGrid is a large-scale distributed computing environment, 
including computer systems, storage systems, and other devices. BioGrid system can 
improve performance more than parallel computing on PC-based clusters. There are 
several BioGrid research projects under development in the world, such as, EuroGrid 
BioGrid [15], Asia Pacific BioGrid [14], UK BioGrid [17, 18], North Carolina Bi-
oGrid [19, 20], Osaka University BioGrid, Indiana University BioGrid, Minnesota 
University [6] and Singapore BioGrid [2], and others.

In this paper, FASTA bioinformatics application software is added and ported to a 
grid system, and recompiled with MPICH-G2. There are several other MPI based 
biology software applications that can be easily added to a grid system, for example, 
mpiBLAST [13], ClustalW [2] etc. BioGrid systems are important and necessary, in 
order to accelerate the sequence alignment experiment process. The use of parallel 
version softwares and cluster systems are excellent good way to achieve high effi-
ciency and with reduced cost. As we already know, bioinformatics tools can speed up, 
by several orders of magnitude, analysis the large-scale sequence data, especially 
about sequence alignment.

The organization of this research paper is as follows. In section 2, we introduce the 
FASTA software and our hardware and software configurations, also, the user inter-
face. Also in this section, it is discussed the proposed grid computing environment 
built over multiple Linux PC Clusters by using Globus Toolkit and SUN Grid Engine. 
The experimental results using FASTA software on this grid environment is discussed 
in section 3, and finally, conclusions are discussed in section 4. 

2   System Environments and User Interface 

We built three PC-based clusters to form a grid computing environment. Each master 
node executes SGE master daemon. SGE execute daemon to run, manage, and moni-
tor incoming job. Each slave node executes SGE slave daemon to execute incoming 
job only. These PC-based clusters are located in three different sites of a building to 
form a BioGrid system, as shown in Figure 1, in the High-Performance Computing 
Laboratory, Department of Information Engineering and Sciences at Tunghai Univer-
sity, Taiwan. We use SCMS monitor to monitor our grid system and the status of our 
BioGrid system are shown in Figures 2 and 3. 
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Fig. 1. The BioGrid hardware system architecture 

Fig. 2. The BioGrid’s system status window Fig. 3. The BioGrid’s status summary page 

In the entire software structure of this system, the grid environment available is a 
basic environmental construction, where Globus Toolkit serves as middleware to take 
care of message communication and information exchange in the grid environment. 
As of job allocation, SGE (Sun Grid Engine) is selected to assign tasks to the com-
puters on the rear. We have developed graphic user interface supported by JAVA, 
which is highlighted with its inter-platform characteristics, the newly debuted inter-
face suits all systems for successful operations. There, we have a program named as 
CoG, which is to link JAVA and the Linux environment for communication. We have 
to select the files for mapping. We can locate the files in the upper right of Figure 4 or 
just type in the file name in the space, the program will search in the portfolio by the 
name of Update in its own menu for matched files. After selecting files for mapping, 
we have to select the database for mapping. As shown in Figure 5, we can select the 
function parameters for mapping. After verified the selection, we start mapping the 
orders. After execution, reminder messages will appear to notify the user that map-
ping is completed. 
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Fig. 4. Query sequence and database selection           Fig. 5. FASTA function selection 

3   Experimental Results 

We performed parallel version of FASTA application program in our BioGrid  
environment. In order to make the software execute flawlessly in the grid structure; 
we have edited it using MPICH-G2 to success in its operations. During this test, we 
have used two databases, namely tremble_new.fas and trembl.fas. The size of the 
former database is 23MB, while the latter one is of 153MB.  

Figure 6 shows the result, by gradually increasing the number of processors, we 
can observe that the time consumed for execution decreases significantly. As trem-
ble_new.fas is smaller, the time consumed does not change, once a specific number 
of processors are reached.  

When the larger database is used for experiment, we would realize the time con-
sumed does go down remarkably while more processors are added. Therefore, the 
larger and more complex the database becomes, better is the BioGrid environment’s 
performance.

During our experimental test, we have used np3 (2 CPUs are used), np5 (4 CPUs 
are used), np7 (6 CPUs are used), np9 (8 CPUs are used), np11 (10 CPUs are used) 
and np13 (12 CPUs are used) for the order mapping. The performance analyses are 
shown in Figures 6 and 7. 

Fig. 6. Execution time of FASTA using 2 to 12 processors (trembl_new.fas) 
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Fig. 7. Execution time of FASTA using 2 to 12 processors (trembl.fas)

4   Conclusions 

In this paper, we have built the basic platform for the grid computing environment 
using the Linux PC-based cluster. In the grid environment, Globus Toolkit (GT) as 
middleware is used for message transfer and communication between grid platforms, 
while Sun Grid Engine (SGE) is responsible for task distribution. Still during experi-
ments, we have installed the order mapping software of FASTA parallel version and 
have selected two databases of difference capacities for experiments. The results 
show that BioGrid can save significantly time in mapping, as well as improving its 
efficiency. Thus, it performs much better, in average, in any computer system. Natu-
rally, BioGrid is not only suitable for FASTA software, it can show performance 
improved for all existing parallel bioinformatics software, such as mpiBLAST, 
TREE-PUZZLE and ClustalW-MPI, among others.  

We are aiming at bioinformatics grid, where grid platforms would be used to build 
a super bioinformatics grid by integrating major bioinformatics bases to provide rele-
vant bioinformatics to the users on the bioinformatics Grid for query. 
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Abstract. Data grids seek to harness geographically distributed resources for 
large-scale data-intensive problems. Such problems involve loosely coupled 
jobs and large data sets mostly distributed geographically. Data grids have 
found applications in scientific research, in the field of high-energy Physics, 
Life Sciences etc. The issues that need to be considered in the data grid  
research area include: resource management including computation manage-
ment and data management. Computation management include scheduling of 
jobs, scalability, response time involved in such scheduling, while data  
management include data replication in selected sited, data movement when  
required. Therefore, scheduling and replication assumes great importance in a 
data grid environment. In this paper, we have developed several scheduling 
strategies based on a developed replication strategy. The scheduling strategies 
are called Matching based Scheduling (MJS), Cost base Scheduling (CJS) and 
Latency based Scheduling (LJS). Among these, LJS and CJS perform similarly 
and MJS performs worse than both of them. 

1   Introduction 

In an increasing number of scientific and enterprise applications, large data collec-
tions are emerging as important resources that need to be shared and accessed by 
research teams dispersed geographically. In domains as diverse as global climate 
change, high energy physics, and computational genomics, the volume of interesting 
data will soon total petabytes[1]. The combination of large data size, geographic 
distribution of users and resources, diverse data sources, and computationally inten-
sive analysis results in complex and stringent performance demands that are not satis-
fied by any existing data management infrastructure. The literature offers numerous 
point solutions that address the issues of data management, data distribution and job 
scheduling (e.g., [2]). However, no integrating architecture exists that allows one to  
identify requirements and components common to different systems and hence apply 
different technologies in a coordinated fashion to a range of data-intensive application 
domains. Motivated by these considerations, researchers have launched a collabora-
tive effort called Data Grids to design and produce such an integrating architecture.  
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Most previous scheduling work has considered data locality/storage issues as sec-
ondary to job placement [3,4]. Paper [5] talks about combining the replication and 
scheduling strategies in a more organized manner. The authors assumed three com-
ponents: an External Scheduler (ES), which determines where (i.e. to which site) to 
send jobs that originate at that site; a Local Scheduler (LS), which determines the 
order in which jobs that are allocated to that site are executed; and a Data Scheduler 
(DS), responsible for determining if and when to replicate data and/or delete local 
files. The Grid architecture considered in this paper is similar to one proposed in [5]. 
In Data Grid, both scheduling and replication aim at reducing the latency for job 
execution. While scheduling does that by directing the jobs to certain sites so that the 
latency involved in data movement and job processing is reduced, replication moves 
the data around so that the data access time during scheduling is reduced. The key 
contribution of the paper lies in the study of effect of replication strategies on sched-
uling strategies. An integration approach is presented in [6] by the same authors. 

2   Job Scheduling (JS) Problem 

In a data grid G = <V, E>, where V form the set of vertices and E form the set of 

edges, we model a job request as a 3-tuple J = < S , F
~

, C
~

 >, where Sj  is the site 

from which the job is fired, F
~

is the list of files needed by the job and C
~

is the com-

putation time required by the job J. A site is modeled as a 3-tuple S = < sPVF ,,ˆ >, 

where F̂ is the set of files stored in the site S, V is the storage capacity at that site and  

sP is the computation capacity at that site.  The Job Scheduling (JS) problem states 

that: Let iJ be a job, and Ŝ = { nSSS .......2,1 } be the set of sites, then the problem is 

to schedule the job iJ  to a site jS , where SS j
ˆ∈ , such that the latency between 

submitting the job and job execution is minimized. In this paper the strategies to solve 
the JS problem are proposed and studied. A simple history based strategy to solve the 
DR problem is proposed. It is to be noted that in a data grid scenario, the solution to 
JS problem is complicated as the data locations get changed due to data movements 
because of the underlying data replication strategy. Therefore, solutions to the JS 
problem need to be studied with the underlying replication strategy. 

2.1   Job Scheduling Strategies 

In this section, three Job Scheduling strategies are proposed which solves the JS prob-
lem mentioned in the previous section. First one is Matching based Job Scheduling 
(MJS) and the second one is Cost Based Job Scheduling (CJS).  

Matching Based Job Scheduling (MJS): In MJS, the jobs are scheduled to those 
sites which have the maximum match in terms of data. If a job requests for F files, and 
in a site f of those are already present, then the amount of data in bytes corresponding 
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to those f files represent the match corresponding the job request. The job is sched-
uled to the site which has the maximum match corresponding to the job request. If 
there is a tie then the tie is broken by reducing the latency involved in moving the 
data which is not present in the scheduled site from the site(s) containing the data. It 
is possible that MJS may distribute the jobs to the same site resulting in the queue size 
increase in that site. To distribute the jobs to different sites the scheduling is done 

based on 
iq

q
mv .=  factor, where m is the maximum match, q is the average queue size 

of all PEs in the Grid and iq is the queue size at the site. In the Performance Studies 

section, α is varied to see its effect on the simulation. MJS schedules based on the 
maximum v value. Figure 1 (a) shows an example of a topology of a data grid. S1, 

S2, S3 and S4 are the different sites in the Data Grid. In this example the 
iq

q
 factor is 

considered to be equal to 1. The example just illustrates the running of the job sched-
uling strategies. The numbers and the arrows show the latency to move a file from 
one data site to the other. The elements in each site indicate the files that are present 
in each of those sites. Let a job comes which requires files D1, D3 and D6. According 
to the JSA algorithm, both S2 and S4 are candidate sites where the job can be sched-
uled. If the job is scheduled in S2, then it takes 7 secs to move the file D6 from S3 
(File Originating Site) to S2. On the other hand, if the job is scheduled onto S4, then 
it takes 4 secs. Therefore, the job is scheduled onto site S4. 
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Execution 
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Add its latency
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(a)                                                                   (b) 

Fig. 1. (a) Topology of a Data Grid (b) Strategy for computing 
q
iδ  

Cost Based Job Scheduling (CJS): Another alternative to matching based job 

scheduling, a cost based job scheduling strategy is proposed. Cost (
s

ijC ) of schedul-

ing a job iJ  onto a site jS is defined as the combined cost of moving the data into 

the site jS , latency to compute the job iJ  in the site jS  and the wait time in the 

queue in the site jS . The job is scheduled onto the site which has the minimum
s

ijC .  
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i

s
ij

s
ij q

q
C .∆=  

(1) 

where, s
ij∆ is the latency involved in moving the data files for the current jobs and 

q and  iq are as described earlier. Referring back to the example shown in Figure 1 

(a), we assume that in this case the computational time is 0 and queues at each site is 

also 0. Therefore 
s

ijC  is composed of only the data latency. The values of 
s

ijC for 

j=1,2,3,4 are: 
s

iC 1 = 7 secs, 
s

iC 2 = 7 secs, 
s

iC 3 = 8 secs, 
s

iC 4 = 4 secs. Therefore, 

the job is scheduled onto site S4, same as MJS. Though both the algorithms provide 
similar performance in this example, generally CJS will be better if instantaneous 
queue information is available. However, in case of stale or partial information the 
comparison between these algorithms can be an interesting future study. 

Latency Based Job Scheduling (LJS): LJS is another interesting strategy studied in 
this paper. LJS takes the latency experienced into account before taking the schedul-

ing decision. Cost (
s

ijC ) of scheduling is defined as: 

q
i

s
ij

s
ijC δαα ).1(. −+∆=  (2) 

where s
ij∆  is the latency involved in scheduling the current job based on the current 

data locations, and q
iδ is the latency involved due to the current queue. q

iδ  is the sum 

of execution time of all jobs currently present in the queue. Equation (2) also hasα  
which is the uncertainty parameter used. The uncertainty comes because of the repli-
cation process which changes the data localities. This factor brings into account the 
amount of relative importance that needs to be given to the current job vis-à-vis the 

jobs in the queue. q
iδ  is calculated based on the strategy mentioned in Figure 1(b). 

The strategy is employed at each site. As soon a job is scheduled at that site, the exe-

cution time is added to q
iδ . Whenever a job leaves the site the execution time of the 

job (including the data movement latency) is removed from q
iδ . 

Comparing between the proposed algorithms: MJS, and CJSalgorithms run in the 

O(nfs) and O( fn 2 ) respectively where n is the number of sites, f is the number of 

files in each job request and s is the number of files stored in each site. From the 
expression is it clear that CJS is a more expensive algorithm than MJS by an order of 
n. However, the running time of CJS algorithm can be reduced to O(nfr) where r is 
the number of times a file is replicated if the information about the current data loca-
tion is stored. Therefore, to reduce the running time an O(Fn) storage is required, 
where F is the total number of files in the data grid environment. This also requires 
that as soon a replication is carried out the information need to be stored. The LJS 
algorithm has the same running time as CJS, however the strategy mentioned in Fig-
ure 1(b), O(1) has to be employed whenever a job is scheduled and executed.  
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3   Performance Studies 

To evaluate the performance of the proposed strategies, the OptorSim [7] simulator 
was used, which is a commonly used simulator for the simulation of data Grid envi-
ronment. The simulation runs are taken with jobs arriving average exponential  
inter-arrival time of 0.25 seconds, the processing speed at the nodes are considered 
constant at 10 second/Gb of data. Number of jobs requesting a particular file is dis-
tributed exponentially. This gives an elliptical file distribution per job with an average 
of 7 and total files in the system (F) as 20. The initial file distribution in the Grid is 
random. 

3.1 Variation of Latency 

In Figure 2 (a) , the variation of job latency with storage capacity is studied. As a 
general trend with the increase in storage capacity, the job latency decreases. This is 
because with the increase in storage capacity more files are stored in each site result-
ing in less time in actual data transfer. Among the different algorithms, the interesting 
trend is that with increase in storage capacity, the difference between the performance 
of the algorithms go down and all the algorithms perform similarly when the storage 
capacity is very high (above 10GB). This is because at high storage capacity, the data 
movement is minimized because of the replication algorithm. Among the different 
algorithms CJS performs the best, closely followed by LJS algorithm. MJS performs 
30% worse than CJS at low bandwidths. In Figure 2(b), the comparison among the 
different versions of LJS are made. LJS with 7.0=α performs the best, closely 
followed by LJS with 5.0=α .In Figure 2(b), the variation of job latency with com-
putational capacity is illustrated. The computational capacity is indicated by the num-
ber of CPUs in each site. With the increase in computational capacity the job latency 
decreases, however the decrease is not as significant as that of the storage capacity 
variation because most of the jobs are data intensive jobs, and data movement latency 
account for most of the job latency. Among the different algorithms, CJS and LJS 
perform almost similarly. However, both of them perform at least 30% better (latency 
is 30% lower) than MJS. Among the different versions of LJS, LJS with 

7.0=α performs the best. Figure 2(c) shows the variation of job latency with 
bandwidth. With the increase in bandwidth, the latency decreases because it takes less 
time to transfer files between sites. MJS and CJS perform consistently better than 
LJS.  

 
(a)                                                (b)                                            (c) 

Fig. 2. Variation of Job Latency with (a) Storage, (b) Computational Capacity, (c) Bandwidth 
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(a)                                         (b)                                         (c) 

Fig. 3. Variation of Job Latency with Bandwidth 

The effect of replication on CJS is studied in Figure 3. Figure 3a, b and c show the 
variation of job latency with bandwidth, computational capacity and storage capacity 
respectively. In all the figures, CJS strategy performs much better with the DRS repli-
cation strategy working in the background. The performance improvement is in the 
multiplicative order. The latency is 10-15 times more without replication than with it. 
Replication is also able to take advantage of the more storage space and pack in more 
files in each site than no replication scheme as illustrated in Figure 3(c). These sets of 
experiments show that replication is surely a better strategy to employ with any 
scheduling strategy. 

4   Conclusions 

Scheduling in a dynamic grid scenario is different from traditional scheduling be-
cause of the complications introduced due to data location, movement and replication. 
In this paper, this fact is reiterated and studied. Three scheduling strategies have been 
proposed for the ES viz. Matching Based Scheduling (MJS), Cost Based Scheduling 
(CJS) and Latency Based Scheduling (LJS). Extensive simulation studies were carried 
out using OptorSim, which is widely used for data grid simulations. Simulation re-
sults show that: (i) CJS and LJS perform similarly under most circumstances. (ii) 
Both CJS and LJS perform significantly better than MJS especially under constrained 
circumstances i.e., low storage, low bandwidth etc. (iii) Replication strategy when 
employed with the scheduling strategies significantly improve the performance and 
the performance also is better under low bandwidth case as more latency is required 
to move the files in low bandwidth scenario. As part of our future work, we intend to 
develop a distributed replication strategy which can work with the developed schedul-
ing strategies in an efficient manner. 
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Abstract. Inherent complementary nature of double-stranded DNA molecules 
has led to the DNA computing model which provides massive parallelism. In 
order to facilitate study of this model without test-tubes and their associated 
laboratory errors, this paper proposes a scheme for software emulation of a 
well-known test tube algorithm, the first NP-complete problem SAT. Multi-
threading is employed to obtain the effect of simultaneous test-tube reactions. 

1   Introduction 

The power of DNA computing [1, 2] lies in the striking features of DNA molecules, 
viz. Massive Parallelism in reactions among DNA strands, and the a vital property of 
Watson-Crick Complementarity. 

A DNA molecule is a polymer, strung together from monomers called deoxy-
ribonucleotides. There are four different bases in DNA molecules, namely, Adenine 
(A), Guanine (G), Cytosine (C), and Thymine (T);  i.e., {A, C, T, G}.  When bonding 
takes place between two DNA single strands, the bases opposite to each other are 
complementary, i.e., A always bonds with T, and C with G. This is called Watson-
Crick Complementarity[5]. Since this is the bio-equivalent of binary logic, there is a 
great potential as a possible tool for computing.  

Computing paradigms with DNA molecules are different from those of classical 
von Neumann style, thereby requiring new data structures or operations on classic 
ones (strings, languages). The massive parallelism of DNA reactions has inspired the 
design of different algorithms for solving NP-hard problems, but all in vitro!  

Since building real DNA based computers are not yet feasible in the current 
scenario due to problems in automating (error prone) primitive test tube based bio-
operations on DNA molecules; the alternative is emulation of them in the silicon 
framework. Our objective in this paper is to develop representation and 
computational techniques using multithreading  to emulate the structure and parallel 
computing behavior of DNA molecules and execute the in vitro bio-algorithms for 
solving computational problems in the in silico model. 

2   Preliminaries for DNA Computing 

The deoxyribonucleotides (or simply nucleotides) in a DNA molecule [5] consist of 
three components – a Sugar, a Phosphate group, and a Nitrogenous base (or simply 
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base).  The sugar called deoxyribose has five carbon atoms. Since the nitrogenous 
base also has carbons, the carbons of the sugar are numbered from 1’ to 5’, rather than 
1 to 5. The Phosphate group is attached to the 5’ carbon atom, and the base to 1’ 
carbon. Within the sugar structure, there is a Hydroxyl group (OH-) attached to the 3’ 
carbon. These nucleotides differ only by their four possible bases mentioned above. 
Nucleotides can link with each other in the following two ways: 

• a strong covalent phosphodiester bond (-POH-) between the 5’–phosphate group 
of one nucleotide and the 3’- hydroxyl group of the other. This bonding is 
responsible for DNA single strand structure consisting of nucleotides with 
directionality 5’-3’ or 3’-5’. 

• a weak Hydrogen bond between the base of one strand and that of the other, 
subject to Watson-Crick Complementarity. This bonding is responsible for DNA 
double strand structure. 

In a double stranded DNA the two single strands have opposite directions: the 
nucleotide at the 5’ end of one strand is bonded to the nucleotide at the 3’ end of  
the other strand. It is a standard convention that when a double strand is drawn, then 
the upper strand runs from left to right in the 5’– 3’ direction, and consequently the 
lower strand runs from left to right in the 3’– 5’ direction. 

The primitive bio-operations that can be performed on DNA molecules are: (1) 
Shortening, (2) Cutting, (3) Hybridization, (3) Melting (4) Linking or Ligation, and 
(5) Multiplication. Of these, the molecules undergo hybridization, melting and 
ligation in parallel, thereby enhancing the power of bio-computing. 

3   In silico Representation of DNA Molecules  

We propose the following data structures to represent DNA molecules virtually: 

• Doubly Linked List represents a Single Strand 
• Laterally Linked Pair of doubly linked lists represents a Double Strand 
• 1-D Array represents an in vitro test tube containing DNA strands. 
 
 
 
 
 
 
 
 
 
 
 
 

 

A C T G

A C T G

T CAG

Single Strand: 
5’ 3’ 

Double Strand: 

5’ 3’ 

5’ 3’ 

Fig. 1. Representation of DNA using linked lists 
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4   Emulation of Bio-operations 

We propose emulation techniques for the following most frequently used bio-
operations on the strands of DNA:, Hybridization, Melting, Complementing and 
Ligation. Each operation has been implemented as a function using C language. 

• Hybridization: Two single strands, which are WC-complement of each other, are 
joined laterally through H-bond to form a double strand. Our virtual model 
implements this reaction as a C function hybridize (S1*, S2*) which takes two DNA 
strands, i.e., two linked lists, as input and checks the WC-Complementarity for each 
nucleotide. If all the nucleotide pairs satisfy complementarity, it joins them by lateral 
linking (H-Bonds) forming a laterally-linked list pair (Figure 2). 

 

 
• Melting: The weak H-bonds between complementary bases are broken by heating 
a double strand, yielding two single strands. This reaction is emulated by the C 
function melt (S*) which takes a double strand, i.e., a pointer to a laterally linked list 
pair, as input, and removes lateral links (the H-Bonds) between the corresponding 
nodes of the two lists  as shown in Figure 3. 

 
 

 

• Complementing:  This reaction is required to generate a complementary strand of 
a given strand. The complement (S*) routine implements this reaction by taking a 
strand (a linked list) as input, reading the name of the nucleotide in each node and 
writing out its WC-Complement. Then the 5’ and 3’ pointers are swapped. 

• Ligation (Linking): This reaction involves head to head joining of single strands 
by phosphodiester bonds in presence of a certain class of enzymes called Ligases. The 
emulation is done by ligate (S1*, S2*) which  takes two single strands as input and 

Fig. 2. Hybridization of two Single strands into a Double strand 
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Fig. 3. Melting of a Double strand into two Single strands 
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joins the 3’-end of one strand with the 5’-end of the other strand by establishing links  
as depicted in Figure 4. 

 
 
 
 
 
 
 
 
 
 

5   Problem Solving on This Platform 

The approach adopted in emulating the parallel bio-operations on a test-tube full of 
DNA molecules is Multithreading. The concurrency in the events of H-bonding and 
melting among the corresponding nodes can be achieved to some extent by 
multithreading where different node-pairs (nucleotide-pairs) may be assigned to 
separate threads for linking and de-linking. To start with, the problems chosen for this 
virtual platform were (i) evaluation of arithmetic and Boolean expressions and (ii) the 
SATisfiability problem. Algorithms of Gupta et. al. [3] for the first problem were 
implemented and tested with an improved encoding scheme and the bio-operation 
functions described in Section 4. Due to dearth of space, the next section discusses 
only the emulation of the algorithm to solve the satisfiability problem. 

6   Solving SATisfiability with DNA Molecules 

As suggested by Lipton [4], the process of solving an instance of the SATisfiability 
problem involves DNA strands encoding all possible combinations of Boolean values 
that the variables can assume. The encoding is done according to a scheme suggested 
by Lipton. The emulation of Lipton’s algorithm in our virtual model is demonstrated 
through the following example (for simplicity of demonstration, a 2-CNF is taken). 

Example 4:    β = (x1 ∨ x2) & (~x1 ∨ ~x2)  

 
 
 
 
 
 
 
 
 
 
 

The encoding of the 7 nodes and 8 edges of this Lipton graph are done in the 
following way: 

    vin                 v1 vout

     a1
0       a2

0

     a1
1      a2

1

     •       •

• •

•          x1            •            x2            •

Fig. 5. Lipton Graph: ai
0
  represents assignment 0, ai

1
  represents assignment 1 

CAGA C T 
S*: 5’ 3’ 

Fig. 4. Ligation of two strands into one strand 
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C AG
S2*: 5’ 3’ 
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• Each node is represented by a unique DNA strand:  
Vin : 5’-AAAA ;   a1

0 : 5’-AGTG; a2
0 : 5’-AGTC;     

V1: 5’-AATT;      a1
1 : 5’-ACTC;  a2

1 : 5’-ACTG; Vout :5’-GGGG; 
• Each directed edge is represented as: 

 Vin a1 
0 : 3`-TTTC,  Vina1

1: 3’-TTTG,  a1
0—V1 : 3`-ACTT, 

  a1
1V1:  3’-AGTT,   V1a2

0: 3’-AATC,  V1—a2
1: 3’-AATG,  

  a2
0Vout: 3’-AGCC,  a2

1V out :  3’ – ACCC 

The first two nucleotides of the edge strand are WC-complements of last two 
nucleotides of the first of the node strands-pair, while the last two nucleotides of the 
edge strand are complements of the first two nucleotides of the second of the node 
strands-pair. After creating the virtual node and edge strands, these are stored in two 
1-D arrays representing the test tubes TN and TE.. The single strands contained in the 
arrays TN and TE which have partial WC-Complementarity between them are 
subjected to virtual hybridization and ligation reactions (implemented as C functions, 
as presented earlier). In this reaction, the edge strands bring the two corresponding 
node strands together through hybridization and ligation joins those node strands head 
to head leading to formation of long double strands (Figure 6).  

 
 
 
 
 
 
 
 
 
 
 
 
 

By this step, a set of double strands is formed which are then melted to obtain the 
single strands, each of which represents a path from a certain node to another in the 
Lipton graph. The problem reduces to finding out all those strands which contain 
strand segments representing all the nodes ai

x ∈ (ai
0,ai

1). These strands encode all the 
possible assignments to the variables (Figure 7). 

 
 
 
 
 
 
 
 
 
 

      5’                  0    0      3’ 
      AAAA – AGTG – AATT – AGTC – GGGG 
      5’                  0                             1                  3’ 
      AAAA – ACTG – AATT – ACTG – GGGG 
      5’                  1                             0       3’ 
      AAAA – ACTC – AATT – AGTC – GGGG 
      5’                  1                             1       3’ 
      AAAA – ACTC – AATT – ACTG – GGGG 

 
 
 
 
 
 

Fig. 7. An array holding strands encoding all the possible assignments 

Fig. 6. An edge strand hybridizes two node strands (upper ones) for ligation 
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The next stage is to search for the satisfying assignments, which follows the   
molecular algorithm given below: 

1. input (No)     00,01, 10, 11 
2. N1 ← S ( No, 1, 1)   10, 11 
3. N1’ ← S- ( No, 1, 1)   00, 01 
4. N2 ← S (N1

’
, 2,1)    01 

5. merge (N1, N2) → N3   10, 11, 01 
6. N4 ← S (N3, 1, 0)   01 
7. N4

’ ← S- (N3,  1, 0)   10, 11 
8. N5 ← S (N4

’, 2, 0)   10 
9. merge (N4, N5) → N6   01, 10 

10. detect (N6) 

The function S (Ni, n, 1/0) searches the array (test tube) Ni for the strands 
satisfying nth variable in a clause by either 1 or 0.  Then it stores those strands in a test 
tube Ni+1 to be fed to the next step. This involves parallel extraction of all relevant 
strands, which is implemented by multiple threads simultaneously examining all the 
strands. 

Merge (Ni, Ni+1): takes input two arrays (test tubes) and merges their strands to 
form a union of the contents of the two.  The resulting union is stored in another array 
(test tube) to be made input to next step. 

 
 
 
 
 
 
 
 

At the end, decoding the strands contained by the tube N6 (Figure 8) yields the 
following assignments satisfying the example problem: 01 and 10, which is true!  

7   Concluding Remarks 

The emulation routines for the algorithms mentioned above have been tested on 
randomly generated inputs including SAT instances with 5 or 6 variables. The results 
have been validated. The major challenges are scalability and space management. It 
may be pointed out that polynomial time complexity for NP-complete problems is 
attained with exponential number of DNA molecules. Thus, further work is required 
to be done to enhance space efficiency, which includes determining an appropriate 
management strategy for threads.  
 

Fig. 8. Array holding strands encoding the assignments 

 

 AAAA – ACTG – AATT – ACTG – GGGG 

AAAA – ACTC – AATT – AGTC – GGGG 

5’    0                    1           3’

5’    1                    0           3’
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Abstract. Temporal Logic Model Checking is one of the most potent
tools for the verification of finite state systems. Computation Tree Logic
(CTL) has gained popularity because unlike most other logics, CTL
model checking of a single transition system can be achieved in polyno-
mial time. However, in most real-life problems, specially in distributed
and parallel systems, the system consist of a set of concurrent processes
and the verification problem translates to model check the composition of
the component processes. Since explicit composition leads to state explo-
sion, verifying the system without actually composing the components is
attractive, even for possibly restrictive class of systems. We show that the
problem of compositional CTL model checking is PSPACE complete for
the class of systems composed of components that are tree-like transition
structure and do not interact among themselves. For the simplest forms
of existential and universal CTL formulas model checking turns out to
be NP complete and coNP complete, respectively. The results hold for
both synchronous and asynchronous composition.

1 Introduction

Temporal logic model checking [2, 7] has emerged as one of the most powerful
techniques for verifying temporal properties of finite-state systems. The correct-
ness property of the system that needs to be verified is specified in terms of
a temporal logic formula. Model checking has been extensively studied for two
broad categories of temporal logics, namely linear time temporal logic (LTL) and
branching time temporal logic [3]. The branching time temporal logic, Computa-
tion Tree Logic (CTL) [2], is one of the most popular temporal logics in practice.
CTL allows us to express a wide variety of branching time properties which
can be verified in polynomial time (that is, the time complexity of CTL model
checking is polynomial in the size of the state transition system times the length
of the CTL formula). CTL is also a syntactically elegant, expressive logic which
makes CTL model checking computationally attractive as compared to the other
logics like LTL and CTL* which are known to be PSPACE complete [7].
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Given an explicit representation of a state transition system, M , CTL model
checking is polynomial in the size of M times the length of the formula. In
practice systems are seldom represented explicitly as a single transition struc-
ture. Generally a large system consists of several concurrent components that
run parallely or in a distributed environment. Hence for verification of parallel
and distributed systems it is important to be able to verify systems that are
described as a set of concurrent processes. Given a set of concurrent components
the complete transition system can be a synchronous [1], [7] or asynchronous
composition of the components [7]. The composition of the components into a
single transition structure is accompanied by the state-explosion problem as the
size of the complete state transition structure will be the product of the size
of the component transition structures. Therefore the ability to perform model
checking without explicit composition is an attractive proposition, even for pos-
sibly restrictive class of systems. There have been several approaches to this sort
of compositional model checking [7].

Model checking of logics like LTL and CTL* are known to be PSPACE com-
plete for a state transition system. So the complexity of compositional model
checking for such logics will be computationally hard as well. CTL model check-
ing is known to be polynomial for a state transition system [2]. Given a set of
k concurrent transition systems of size |S|, where k is a constant, CTL model
checking on the global system which is a composition of the component systems
can be achieved in time polynomial in |S|k times the length of the formula. This
is done by composing the components into a single system (of the size O(|S|k))
and applying the CTL model checking algorithm on it. If k is not an constant
this approach of model checking does not produce a polynomial time solution.

In this paper we study complexity of model checking of CTL properties of
a set of concurrent processes considering several modes of composition, namely
synchronous and asynchronous composition. We show that the problem is hard
even for a very restrictive class of concurrent systems. We consider system com-
posed of components that tree-like transition systems, i.e., the components are
trees with leaves having self-loops. Moreover, the components do not commu-
nicate among themselves and all these components are specified as an explicit
representation of the system. We prove that the problem of CTL model check-
ing is PSPACE complete. However, a PSPACE-upper bound can be proved for
a more general class of concurrent systems. We also show that the problem of
checking simple existential CTL formulas like E(B U B) and universal formulas
like A(B U B), where B is a Boolean formula, is NP complete and coNP com-
plete, respectively. We also show that the problem of reachability of two states of
such tree-like structures can be answered in time linear in the size of the input.
All the results hold for both synchronous and asynchronous composition. Our
result proves that the compositional model checking for CTL is hard for very
restrictive classes of systems and the problem is inherently computationally hard.

This paper is organized as follows. In Section 2 we define tree-like kripke struc-
tures and the synchronous, asynchronous composition of a set of tree-like kripke
structures; and also describe the syntax and semantics of CTL in Section 2. In
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Section 3 we study the complexity of model checking of CTL on a system which
is the composition of a set of tree-like kripke structures. In Section 4 we analyze
the complexity of reachability of two states.

2 Tree-Like Kripke Structure

We formally define a tree-like kripke structure and the composition of a set of
tree-like kripke structures below.

Definition 1 (Tree-Like Kripke Structure). A tree-like kripke structure,
Ti = 〈Si, s0i,Ri,Li,APi〉, consists of the following components:

– Si : finite set of states and s0i ∈ Si is the initial state.
– APi is the finite set of atomic propositions.
– Li : Si → 2APi — labels each state s ∈ Si with a set of atomic propositions

true in s.
– Ri ⊆ Si ×Si is the transition relation with the restriction that the transition

relation graph is a tree with leaves having self-loops. The transition relation
is also total, i.e., for every state si ∈ Si,∃ s′i ∈ Si such that Ri(si, s

′
i).

Definition 2 (Composition). Let T = {T1, T2, . . . , Tm} be a set of m tree-like
kripke structures. The synchronous, asynchronous and strict asynchronous
composition of the tree-like kripke structures in T is denoted by TS , TA and
TSA, respectively. The set of states, initial state, the set of atomic proposition
and the labeling function is same for TS , TA and TSA and is defined as follows:
1. S = S1 × S2 × ...× Sm and s0 = (s01, s02, ..., s0m) is the initial state;
2. AP =

⋃
i∈{1,2,...,m} APi; 3. L(s = (s1, s2, s3, ..., sm)) =

⋃
i∈{1,2,...,m} Li(si).

The transition relation for TS , TA and TSA is defined as follows:

– Synchronous composition TS : R ⊆ S×S such that given s = (s1, s2, s3, ...sm)
and t = (t1, t2, t3, ...., tm), R(s, t) iff ∀ i ∈ {1, 2, ...,m} we have Ri(si, ti),
i.e., every component Ti make a transition.

– Asynchronous composition TA: R ⊆ S × S such that given s =
(s1, s2, s3, ...sm) and t = (t1, t2, t3, ...., tm), R(s, t) iff ∃ i ∈ {1, 2, ...,m}
we have Ri(si, ti), i.e., one or more component Ti make a transition.

– Strict asynchronous composition TSA: R ⊆ S × S such that given s =
(s1, s2, s3, ...sm) and t = (t1, t2, t3, ...., tm), R(s, t) iff for some i we have
Ri(si, ti) and for all j such that, j 	= i, we have sj = tj, i.e., exactly one of
the components is allowed to make a transition.

We now present the syntax and semantics of CTL [2, 7].

Syntax of CTL. The syntax of CTL is as follows:

S ::= p | ¬S | S ∧ S | AX(S) | EX(S) | A(S U S) | E(S U S) where p ∈ AP.

In the syntax of ECTL the rules AX(S) and A(S U S) are not allowed.
Similarly, in ACTL the rules EX(S) and E(S U S) are not allowed.
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Semantics of CTL. The semantics of CTL is as follows:
• s0 |= p iff p ∈ L(s); • s0 |= ¬f iff s0 	|= f ;
• s0 |= f1 ∧ f2 iff s0 |= f1 and s0 |= f2;
• s0 |= AX(f) iff for all states t such that R(s, t), t |= f ;

The semantics for EX(f) and E(f1 U f2) is similar to the semantics of AX(f)
and A(f1 U f2) with the for all states and for all paths quantifier changed to
there exists a state and there exists a path, respectively.

3 Complexity of Compositional CTL Model Checking

In this section we study the complexity of CTL model checking on the compo-
sition of a set of tree-like kripke structures. We show that CTL model checking
is PSPACE hard by reducing the QBF, that is, the truth of Quantified Boolean
Formulas (QBF) [6], to the model checking problem. A QBF formula is of
the following form: φ = ∃x1∀x2∃x3....∀xn.C1 ∧ C2... ∧ Cm. In the formula φ all
Ci’s are clauses which are disjunction of literals (variables or negation of vari-
ables). We restrict each clause to have exactly three distinct literals. QBF is
PSPACE complete with this restriction [6]. We reduce the QBF problem to the
model checking of CTL formulas on synchronous/asynchronous composition of
tree-like kripke structures. We present our reduction in steps as follows. We first
present the idea of constructing a tree-like kripke structure for a given clause.
Given a QBF formula φ with m clauses C1, C2, . . . Cm we construct m tree-like
kripke structures T1, T2, ..., Tm, one for each clause. We define a CTL property
ψ on the composition of T1, T2, ..., Tm (denoted as TS) and show that ψ is true
in the start state of TS iff the QBF formula φ is true.

3.1 Construction of Tree-Like Kripke Structure for a Clause

Let φ be a QBF formula on a set of variables X = {x1, x2, ..., xn} and a clause
Cj with exactly three variables from X. We construct a tree-like kripke structure
Tj , where Tj is a tree of depth n, as follows:

1. The root of the tree Tj is at depth 0. The root is the initial state of Tj .
2. If a node is at depth i then the depth of its child (successor) is i+ 1.
3. A node s at level i has two children if variable xi+1 appears in Cj , else s has

only one child.
4. The root is marked by the atomic proposition rj .
5. If a variable xi appears in Cj then for a node s at depth i then: if s is a left

child of its parent it is labeled with pji0, and if s is a right child of its parent
it is labeled with pji1.

6. If xi does not appear in Cj then every node at depth i is labeled with both
pji0 and pji1.

The number of nodes at level n is 8 for any tree as exactly three variables
occur in any clause. Let the variables for the clause Cj be xi, xk, xt where i <
k < t. Let the nodes at the level n be numbered from 0 to 7 in order as they
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ri

pi10,pi11

pi21

pi30,pi31

pi20

pi40 pi41 pi40 pi41

pi50 pi51 pi50 pi51 pi50 pi51 pi50 pi51

  pi60 and pi61
All nodes here labeled

titi ti ti ti ti ti All nodes here labeled
  pin0 and pin1

Depth 0

Depth 1

Depth 2

pi30,pi31

Fig. 1. Tree-like kripke structure for clause Ci = (x2 ∨ ¬x4 ∨ x5)

will appear in an in-order traversal of Tj . The nodes at depth n are labeled
with the proposition tj as follows : Consider a node s at depth n such that
it is numbered i. Let B1B2B3 be the binary representation of i. If assigning
xi = B1, xk = B2, xl = B3 makes Cj false then s is not labeled by tj , otherwise
it is labeled by tj . (B1, B2, B3 are 0, 1 respectively and 0 represents false and 1
represents true). Intuitively the idea is as follows: the assignment of truth value 0
to variable xi+1 in Cj is represented by the choice of the left child at depth i
in Tj and right child represents the assignment of truth value 1. We refer to
the tree-like kripke structure for clause Cj , denoted by Tj , as the clause tree
kripke structure for clause Cj . The tree structure corresponding to a clause is
illustrated in the Figure 1.

The next Lemma follows from construction of tree-like kripke structures.

Lemma 1. Let variables xi, xk, xt occur in Cj. Given a truth assignment to
variables xi, xk, xt we can construct a path (state sequence) (sj0, sj1, ..., sjn) in
Tj such that sjn is marked with tj iff the truth assignment makes Cj true. The
state sequence is constructed as follows:

– If x� is assigned false then sj� is the left child of sj,�−1 and if x� is assigned
true then sj� is the right child of sj,�−1, where � ∈ { i, k, t }.

3.2 CTL Model Checking of Synchronous Composition

Given m clauses C1, C2, ..., Cm we construct the corresponding tree-like kripke
structures T1, T2, ..., Tm for the respective clauses. The synchronous compo-
sition of the tree-like structures is denoted as TS . We define the properties
pi, 1 ≤ i ≤ n as follows : p1 = (∧m

j=1pj10) ∨ (∧m
j=1pj11), p2 = (∧m

j=1pj20) ∨
(∧m

j=1pj21) and in general, pi = (∧m
j=1pji0) ∨ (∧m

j=1pji1). Given a QBF formula
with m clauses an inconsistent assignment of truth value to a variable xi occurs
if different truth values are assigned to variable xi in different clauses.
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Lemma 2. Consider a state sequence 〈ν0, ν1, .....νn〉 in TS where ν0 = s0
and each νi is the immediate successor of νi−1. Let νi be represented as
(si1, si2, ..., sim). Let Oi = {k | xi occurs in Ck}. Then νi |= pi iff one of the
following conditions are satisfied:

1. for all k ∈ Oi we have sik is the left child of si−1,k.
2. for all k ∈ Oi we have sik is the right child of si−1,k.

Proof. We prove the result considering the following cases:

1. If for all k ∈ Oi we have sik is the left child of si−1,k in Tk then νi |= ∧m
j=1pji0.

This is because for any clause Ck in which xi occurs a node at depth i in
Tk which is a left child satisfies pki0. In any clause Cl such that xi does not
occur a node depth i is the only child of its parent in Tl and satisfies pli0.
Similar argument can show that if for all k ∈ Oi we have sik is the right
child of si−1,k in Tk then νi |= ∧m

j=1pji1.
2. If ∃ t, l such that t, l ∈ Oi and sit is the left child of si−1,t in Tt and sil

is the right child of si−1,l in Tl then νi 	|= ∧m
j=1pji0 as νi 	|= pli0 and νi 	|=

∧m
j=1pji1 as νi 	|= pti1. Intuitively, the state νi which does not satisfy pi ac-

tually shows that in one component, Tt, the left branch is followed at depth
i− 1 (representing the assignment of truth value 0 to xi in Ct) and in other
component, Tl, the right branch is followed at depth i− 1 (representing the
assignment of truth value 1 to xi in Cl) which is represents a inconsistent
truth value assignment to xi.

Given a QBF formula : φ = ∃x1∀x2∃x3....∀xn.C1 ∧C2...∧Cm where each Cj

is a clause with exactly three variables, for every clause we construct tree-like
kripke structure as described in Section 3.1. Given the clauses C1, C2, ..., Cm we
have T1, T2, ..., Tm as the respective tree-like kripke structures. Let TS denote
the parallel synchronous composition of the m kripke structures. We consider
model checking the CTL property ψ on TS , where ψ is defined as follows:

EX(p1 ∧AX(¬p2 ∨ (p2 ∧ EX(p3 ∧AX(¬p4 ∨ (p4 ∧ ....
EX(pn−1 ∧AX(¬pn ∨ (pn ∧ (t1 ∧ t2.... ∧ tm)) . . .)))))))).

We will prove that φ is true iff ψ is true in the start state of TS .

Example 1. We illustrate the whole construction through a small example. Given
the following QBF formula φ1 with four variables and two clauses, the corre-
sponding formula ψ1 is as follows:

φ1 = ∃x1∀x2∃x3∀x4.[(x1 ∨ x2 ∨ x4) ∧ (x2 ∨ ¬x3 ∨ ¬x4)]

ψ1 = EX(p1 ∧AX(¬p2 ∨ (p2 ∧ EX(p3 ∧AX(¬p4 ∨ (p4 ∧ (t1 ∧ t2)))))))

Given the clauses the corresponding tree-like kripke structures are shown in
the figures, Figure 2 and Figure 3.

Solution Tree. Given a QBF formula φ that is true there is a solution tree
defined as follows to prove that φ is true. The solution tree can be described as:
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r1

p111p110

p120 p121 p121p120

p130,p131 p130,p131 p130,p131 p130,p131

p141
t1 p140

t1 t1 t1
p141
t1

p140 p141
t1

p141 p140p140
t1

Fig. 2. The tree corresponding to the clause (x1 ∨ x2 ∨ x4)

r2

p220 p221

p210,p211

p230 p231 p230 p231

p240
t2

p241
t2

p240
t2

p241 p240
t2

p241
t2

p240
t2

p241
t2

Fig. 3. The tree corresponding to the clause (x2 ∨ ¬x3 ∨ ¬x4)

– A node at depth 2∗i has a one child that represents a truth value assignment
of 0 or 1 assigned to x2∗i+1.

– A node at depth 2 ∗ i − 1 has two children: left child represents the truth
value 0 and the right child represents the truth value 1 assigned to x2∗i.

A path from the root to a leaf represents an assignment of truth values to each
variable x1, x2, ..., xn. A solution tree proves the truth of φ iff for all paths from
the root to a leaf the corresponding truth assignment satisfy each clause in φ.

Lemma 3. If φ is true then ψ is true in the start state of TS.

Proof. Given a truth value assignment for variables x1, x2, ..., xn we follow the
state sequence (ν0, ν1, ν2, ...., νn) with ν0 = s0 as follows : (νi is represented as
(si1, si2, ..., sim) )

– If xi is assigned true then in all clauses Ck where xi occurs sik is the right
child of si−1,k, else if xi is false then sik is the left child of si−1,k. In all the
other clauses Cl in which xi does not occur sil is the only child of si−1,l.

It follows from Lemma 2 that in this state sequence νi satisfies pi . It also
follows from Lemma 1 that νn satisfies tj iff the valuation of the variables makes
Cj true. Given a solution tree to prove φ we construct a proof tree PT , that
proves that ψ holds in the start state of TS , as follows:

1. For a node ν2∗i at depth 2 ∗ i in PT its immediate successor is defined as
follows:
– If ν2∗i satisfies ¬p2∗i it has no successor.
– Else ν2∗i satisfies p2∗i and if x2∗i+1 is assigned true then in all Tj ’s such

that x2∗i+1 is in Cj choose the right child in Tj and if x2∗i+1 is assigned
false then choose the left branch in Tj . In all Tr’s such that x2∗i+1 is not
in Cr choose the only immediate successor in Tr.
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2. For a node at depth 2 ∗ i + 1 in PT its immediate successors are all its
successors present in T .

Note that for any node at any depth i only two of its successor can satisfy
pi+1, one representing the assignment of truth value 0 to xi+1 where in all
components left branches are taken and the other representing the assignment
of truth value 1 to xi+1 where in all components right branches are taken. A
proof tree has been sketched in It follows that in PT a node at depth 2 ∗ i + 1
from the start state will satisfy p2∗i+1. Hence the node at depth 2 ∗ i will satisfy
EX(p2∗i+1). For a node at depth (2 ∗ i − 1) if in all the Tj ’s for clause Cj in
which x2∗i occurs left branches or right branches are followed (consistently in all
Tj ’s ) then the next state satisfy p2∗i. All the other successors satisfy ¬p2∗i. By
the construction of PT it follows any leaf node which is at a depth i where i < n
it satisfies ¬pi. Since for the given solution tree C1 ∧ C2 ∧ .... ∧ Cm is satisfied
any leaf at depth n will either satisfy ¬pn or will satisfy t1 ∧ t2 ∧ ...tm. Hence
PT proves that ψ is satisfied in the start state of TS .

Lemma 4. If ψ is true in the start state of TS then φ is true.

Proof. If the formula ψ is true in the starting state of TS then there is a
proof tree PT to prove ψ to be true. We construct a solution tree to prove
φ. For a node ν2∗i = (s2∗i,1, s2∗i,2, ..., s2∗i,m) at depth 2 ∗ i in PT let ν2∗i+1 =
(s2∗i+1,1, s2∗i+1,2, ..., s2∗i+1,m) be its successor such that p2∗i+1 is satisfied at
ν2∗i+1. From Lemma 2 we have that one of the following two conditions hold:

1. in every Tj such that x2∗i+1 occurs in Cj , s2∗i+1,j is the left child of s2∗i,j

2. in every Tj such that x2∗i+1 occurs in Cj , s2∗i+1,j is the right child of s2∗i,j .

If the former condition is satisfied then we construct the solution tree as-
signing truth value 0 (false) to x2∗i+1 and if the later is satisfied then we
assign the value 1 (true) to x2∗i+1. As ψ is true in the start state it follows
that in PT any leaf at depth n which satisfy pn must satisfy t1 ∧ t2... ∧ tm.
Hence the choice of the truth values for the odd variable as constructed above
from the proof tree PT ensures that the solution tree thus constructed will
prove φ (will satisfy all clauses). Hence if ψ is true in the start state then
φ = ∃x1∀x2∃x3....∃xn−1∀xn.[C1 ∧ C2... ∧ Cm] is true.

It follows from Lemma 3, 4 that the CTL model checking is PSPACE-hard.
A DFS model checking algorithm that performs on-the-fly composition requires
space polynomial in the size of the depth of the proof tree. This gives us the
following result.

Theorem 1. CTL model checking of synchronous composition of tree-like kripke
structures is PSPACE complete.

Theorem 2. Model checking of formulas of the form E(B U B) and A(B U B),
where B is an Boolean formula, is NP complete and coNP complete respectively,
for synchronous composition of tree-like kripke structures.
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Proof. Given a SAT formula in CNF (Conjunctive Normal Form) ψ = C1∧C2∧
... ∧ Cm where each Ci is a clause with exactly three variables from the set of
variables of {x1, x2, ..., xn}. For each clause Cj we construct a clause tree-like
kripke structure Tj as described in Subsection 3.1. Let synchronous composition
of the component kripke structures be TS . We will prove that the SAT formula ψ
is satisfiable iff the following formula ϕ is true in the start state of TS , where ϕ is
defined as ϕ = E(r∨p1∨p2∨....∨pnU(t1∧t2∧...∧tm)), where r = r1∧r2∧...∧rn.
Note that for every Tj the root of Tj is marked with proposition rj . Hence the
staring state of T will satisfy r.

Suppose ψ is satisfiable, then there is a satisfying assignment A. Given A
we construct the following path (state sequence) ν0, ν1, ν2, ..., νn ,where νi =
(si1, si2, ..., sim), to satisfy ϕ. We construct the immediate successor νi of νi−1

as follows:

– if xi is assigned false by A then in all Tj such that xi occurs in Cj the left
branch is followed.

– if xi is assigned true by A then in all Tj such that xi occurs in Cj the right
branch is followed.

It is evident that νi satisfies pi (from Lemma 2) and ν0 satisfies r. Since ψ
is satisfiable we have νn satisfies t1 ∧ t2 ∧ ...∧ tm. So ϕ is true in the start state.

If ϕ is true at the start state then there is a path P in T to satisfy (r ∨ p1 ∨
p2 ∨ .... ∨ pnU(t1 ∧ t2 ∧ ... ∧ tm)). Let the path be ν0, ν1, ν2, ..., νn. Then in this
path νi must satisfy pi. For a node νi = (si1, si2, ..., sim) at depth i in P let
νi+1 = (si+1,1, si+1,2, ..., si+1,m) be its successor such that νi+1 satisfy pi+1. It
follows from Lemma 2 then one of the following two conditions must hold:

– in every Tj such that x2∗i+1 occurs in Cj , s2∗i+1,j is the left child of s2∗i,j .
– in every Tj such that x2∗i+1 occurs in Cj , s2∗i+1,j is the right child of s2∗i,j .

If the former condition is satisfied then assign xi+1 to be 0 (false) and if the
later is satisfied assign xi+1 to be 1 (true). As t1∧ t2∧ ...tm is satisfied in the last
state we have ψ satisfied for the given assignment. This proves that the model
checking of a simple formula of the form E(B U B) is NP hard.

To prove the model checking is in NP we note that in T any infinite
path is path from the start state which is a state sequence of the form :
ν0, ν1, ν2, ...., νi, νi, νi, ..... where i is bounded by the maximum of the depth of
the component tree-like kripke structure. Hence for any infinite path of the form:
ν0, ν1, ν2, ...., νi, νi, νi, ..... which satisfies E(B U B), (ν0, ν1, ν2, ...., νi) can be a
proof. This proof is polynomial in size of the input. A NP algorithm guesses
the state sequence and then verifies that the state sequence satisfies the formula
E(B U B), which can be achieved in P . The desired result follows.

To prove that the model checking problem is coNP hard for formulas of the
form A(B U B) we reduce the validity problem to it. Consider the problem of
validity of a formula ψ expressed in DNF (Disjunctive Normal Form) as follows:
ψ = F1 ∨ F2 ∨ ... ∨ Fm where each Fi is a term (conjunction of literals) with
exactly three variables from the set of variables of {x1, x2, ..., xn}. We construct
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the clause tree-like kripke structure Tj for every term Fj as mentioned in Sec-
tion 3.1. The only difference is that every node in Tj at depth i is marked with
a proposition di. Also the nodes at depth n are marked with ti according to the
following condition: Consider a node s at depth n such that it is numbered i. Let
B1B2B3 be the binary representation of i. If assigning xi = B1, xk = B2, xl = B3

makes Fj true then s is labeled by tj , otherwise it is not labeled by tj . (B1, B2, B3

are 0, 1 respectively and 0 represents false and 1 represents true). Let the syn-
chronous composition of T1, T2, . . . , TM be TS . Consider the formula:

ϕ = A(r∨p1∨p2...∨pn U (t1∨ t2∨ ... tn)∨ (d1∧¬p1)∨ (d2∧¬p2)...∨ (dn∧¬pn))

where r = r1 ∧ r2 ∧ ...∧ rn. Similar argument as above with minor modifications
for the universal nature of the A operator and the validity problem we can show
ϕ is true in the start state of TS iff the formula ψ is valid. The proof of the model
checking problem of formulas of the form A(B U B) is in coNP is similar.

3.3 CTL Model Checking of Asynchronous Composition

Given m clauses C1, C2, ..., Cm we construct T1, T2, ..., Tm as m tree-like kripke
structures for the respective clauses. Let TA denote the asynchronous compo-
sition of the tree-like structures. We prove that the CTL model checking of
asynchronous composition is PSPACE complete. In this section we refer to pi’s,
ψ, φ as defined in the Subsection 3.2. The construction of the tree-like kripke
structure in Subsection 3.1 gives us the following result.

Lemma 5. Given a state νi = (si1, si2, ....sin) in TA such that νi satisfies pk

then for all j, depth of sij in Tj is k.

Theorem 3. CTL model checking of asynchronous composition of tree-like
kripke structures is PSPACE complete.

Proof. Consider the formula φ and ψ as described in the Subsection 3.2. Con-
sider the start state s in TA. It follows from Lemma 5 that any successor s1
of s in TA which satisfies p1 follows from a transition in which all the compo-
nents make a transition (which corresponds to a transition of the synchronous
composition). Similarly consider any successor s2 of s1, a transition in which all
the components does not make a transition will cause s2 to satisfy ¬p2. For a
transition which satisfies p2 it will have to be a transition in which all the com-
ponent Tj ’s make a transition (which again corresponds to a transition of the
synchronous composition). This argument can be extended for any depth 2 ∗ i
and 2 ∗ i+ 1. Hence the construction of the proof tree PT from a given solution
tree of truth values to variables to prove ψ and the construction of a solution
tree from the proof tree PT is similar as in the Lemmas and Theorems in the
Subsection 3.2. This proves that CTL model checking of TA is PSPACE hard.
The PSPACE upper bound argument is similar to Theorem 1.

Lemma 5, Theorem 3 and arguments similar to to Theorem 2 gives us the
following Theorem.
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Theorem 4. Model checking of formulas of the from E(B U B) is NP complete
and model checking of formulas of the form A(B U B) is coNP complete, where B
is a Boolean formula, for asynchronous composition of tree-like kripke structures.

3.4 CTL Model Checking of Strict Asynchronous Composition

Given m clauses C1, C2, ..., Cm we construct T1, T2, ..., Tm as m tree-like kripke
structures for the respective clauses. We denote by TAS the strict asynchronous
composition of the tree-like structures. For every node s in Tj such that the
depth of s is d it is marked with an atomic proposition ljd. In this section we
refer to pi’s , φ as defined in the Subsection 3.2. We define properties li, l′i at
a node in T , for 1 ≤ i ≤ n as follows: li = ∧m

j=1(lji ∨ lj,i−1), l′i = ∧m
j=1(lji). We

define ψ as follows:

ψ = E(l1U(p1 ∧A(l2U(¬l2 ∨ (¬p2 ∧ l′2) ∨ (p2 ∧ E(l3U(p3∧
...A(lnU(¬ln ∨ (¬pn ∧ l′n) ∨ (pn ∧ (t1 ∧ t2... ∧ tm))))...)))))))

We briefly sketch the idea of the proof of the reduction of QBF to CTL model
checking of strict asynchronous composition. The property li is true at a state
if the depth of every component node is either i or i − 1. Consider a path π =
(s0, s1, ...) which satisfy l1Up1, where s0 is the start state of T . In the path π in no
component more than one transition is taken. When p1 is reached all components
must have taken one transition each. Hence it corresponds to a single transition
of a synchronous composition. Consider a state which satisfy s′ ∈ T such that s′

satisfies p1. The state s′ is a state in TAS such that depth of all the component
nodes is 1. We consider the truth of the formula A(l2U(¬l2 ∨ (l′2 ∧ ¬p2) ∨ p2) in
s′. The part (¬l2 ∨ (l′2 ∧ ¬p2)) ensures the following :

– If there is more than one transition in a component then ¬l2 is satisfied.
– If in all components one transition is made and there are components such

that in one component the left branch transition is followed whereas in the
other component the right branch transition is followed then we have l′2∨¬p2

satisfied.

So in the above cases A(l2U(¬l2 ∨ (l′2 ∧ ¬p2) ∨ p2) cannot be false. So any l2
path to a state with more than one transition for any component or to a state
which is a representative of inconsistent truth values to variable x2 (a state
which satisfy ¬p2) in different clauses will not cause A(l2U(¬l2 ∨ (l′2 ∧¬p2)∨ p2)
to be falsified. A l2 path to a state satisfying p2 again corresponds to a single
synchronous transition. Similar arguments can be extended to depth 2 ∗ i and
2∗ i+1 respectively. The rest follows arguments similar to those in Lemmas and
Theorems in the Subsection 3.2 and 3.3 to prove that the model checking of strict
asynchronous composition of tree-like kripke structure is PSPACE complete.

Theorem 5. CTL model checking of strict asynchronous composition of tree-
like kripke structures is PSPACE complete.
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Remark 1. The PSPACE-upper bound for CTL model checking holds for syn-
chronous, asynchronous and strict asynchronous composition even if the compo-
nent structures are arbitrary kripke structure. (i.e., underlying transition relation
is a graph rather than a tree).

4 Reachability Analysis

The reachability problem asks given two states s and t in the composition of m
tree-like kripke structure whether there is a path from s and to t.

Synchronous Composition. Let s = (s1, s2, ..., sm) and t = (t1, t2, ..., tm) be
two states. It can be shown that t is reachable from s if and only if the following
two conditions hold: (a) for all non-leaf nodes ti and tj we have depth(tj ) −
depth(sj ) = depth(ti) − depth(si) = d , and (b) for all leaf nodes tk we have
depth(tk )−depth(sk ) ≤ d . The values for depth(ti)−depth(si) can be computed
by a simple BFS algorithm linear in the size of the input.

Theorem 6. Given two states s = (s1, s2, ..., sm) and t = (t1, t2, ..., tm) whether
t is reachable from s can be determined in time linear in the input size for
synchronous composition of tree-like kripke structures.

Asynchronous Composition. For asynchronous and strict asynchronous com-
position reachability analysis is linear even if the individual components are arbi-
trary kripke structures. Given m kripke structures G1, G2, ..., Gm let G be their
asynchronous composition (or strict asynchronous composition).

Theorem 7. Given two states s = (s1, s2, ..., sm) and t = (t1, t2, ..., tm) whether
t is reachable from s can be determined in time linear in the input size for
asynchronous and strict asynchronous composition of arbitrary kripke structures.
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Abstract. Multi-agent systems are receiving attention nowadays, as
they can be applied in a variety of disciplines like industry, e-commerce,
control systems, etc. As the areas of usage are more crucial the matter
of assurance of correctness of programs is important. However, verifica-
tion of these systems has received attention only very recently. Hitherto
such systems have been programmed without a clearly defined formal
semantics and with very little idea about formally expressed verifiable
properties to be satisfied by such systems. In this paper a new multi-
agent programming language, called ECCS is defined. Its operational
semantics is defined and a model checking algorithm is described which
verifies properties expressed in the logic ACTL.

Keywords: Multi-agent systems, Verification, Model checking, CCS,
CTL.

1 Introduction

A multi-agent system consists of various agents, which communicate with each
other through an agent communication language (ACL), to fulfill their individual
goals (intentions). Each agent may also have its own set of beliefs, about other
agents and the environment. However each agent is rational and logically consis-
tent with regard to its beliefs, goals and uncertainties and is capable of deriving
the logical consequences of its attitudes. The problem of agent communication
verification is to check whether agents that use ACL, conform to its semantics,
i.e. when an agent sends a message (communicative act) to other agents, whether
it complies with the semantics of the message or not. For example when agent
a sends a message inform(ω) to agent b, it has to conform with the semantics
of inform or simply satisfy the conditions of the message.

In this document we define a framework for agent programming and com-
munication. We use CCS [12] as an agent programming language, and extend it
with some primitive communicative acts (message types) from FIPA-ACL [8].
We define a structural operational semantics [14] of the language. We then intro-
duce a variant of the logic CTL [2, 3] called ACTL[6], to define the properties
of agent systems. Finally we use a model checking algorithm to verify whether
programs comply with the defined specifications.
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This document is organized as follows. In section 2 we show the structure
of the information store. Section 3 defines the syntax of programming language
ECCS. We define the semantics of ECCS in section 4 and the syntax and seman-
tics of the logic ACTL in section 5. In section 6 we present our model checking
algorithm. In section 7 we give a small example, and section 8 is the conclusion.

2 Information Store (IS)

Let Ag = {1, ..., n} be a set of agents. We use three modal operators B, I and U
standing for belief, intention and uncertainty respectively, which represent the
attitudes of the individual agents. We assume the formal semantics of beliefs and
intentions are defined in a Kripke structure M = (S,B1, . . . , Bn, I1, . . . , In, L)
where S is the set of states and L is a labeling of states. Bi and Ii are belief and
intention accessibility relations for agent i defined as Bi ⊆ S×S and Ii ⊆ S×S.
Agent i, in state s, believes φ, i.e. s |= Biφ, iff for all s′ s.t. (s, s′) ∈ Bi, s′ |= φ.
The semantics for intention modal operator is defined in a similar fashion. As
usual, we assume Bi is serial, transitive and euclidean, and Ii is serial for any
i ∈ Ag. Ui is not defined as a separate relation, but is interpreted in terms of Bi.
In FIPA, Uiφ is defined as,′′i is uncertain about φ, but thinks φ is more likely
than ¬φ′′. Assuming this and discussions in [9], we formally interpret uncertainty
in the Kripke structure based on belief relations. Consider S′ = {t|(s, t) ∈ Bi}.
We define s |= Uiφ, if s′ |= φ for a majority of states s′ ∈ S′, and at least one
state s′ ∈ S′, s′ 	|= φ. Here majority means, more than half of S′ if S′ is finite,
and all but a finite number of S′ if S′ is infinite. The belief relations satisfy the
axioms of the logic KD45 and intention relations satisfy those of the logic KD.
These axioms for an attitude Oi are:

K: � Oi(F ⇒ G) ⇒ (OiF ⇒ OiG) 4: � OiF ⇒ OiOiF
D: � OiF ⇒ ¬Oi¬F 5: � ¬Oi¬F ⇒ Oi¬Oi¬F .

When Oi = Bi all axioms K, D, 4 and 5 hold. For Oi = Ii only axioms K and
D hold. Based on the above definition we can see that when Oi = Ui only axiom
D will hold. Also based on the definition of belief relations, � BiBiF ⇒ BiF
and � Bi¬Bi¬F ⇒ ¬Bi¬F hold for any i ∈ Ag.

Let O = {B,U, I,¬B,¬U,¬I} be a set of symbols. Let V be the set (O×Ag)∗,
i.e., the set of finite strings of the form M1i1 . . .Mnin

with Mk ∈ O and ik ∈ Ag.
We call any v ∈ V, a view. Intuitively, each view in V represents a possible
nesting of mental attitudes. For example, the view Bi contains beliefs of agent
i, BiBj contains beliefs of i about beliefs of j, and so on. Considering this
definition, BiBjIkω shows that agent i believes that agent j believes that agent
k intends to make ω true. The Information store of each agent is like a tree, and
any view is a node of the tree. The IS of a multi-agent system is a collection of
trees (Figure 1). We define AtomProp as a set of atomic propositions. A literal
is an atomic proposition or its negation. The set ModFor of modal formulas is
defined by the following grammar:

ω ::= p | Oiω | ¬p | ¬Oiω
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Fig. 1. Information store as a tree, with nodes representing views

where O ∈ {B, I, U}. We associate a subset of ModFor to each view v ∈ V.
Note that literals are stored explicitly in any view of the agent’s information
tree except the view v = ε. Oiω (¬Oiω) is an implicit formula of view v if ω
is a formula of view voi (v¬oi). We may imagine the information store of a
multi-agent system as a function Ψ , where

Ψ : V −→ ℘(ModFor)

Some of the notations which are used in the paper are: Ψ denotes IS of
multi-agent system, Ψi = Ψi(ε) denotes IS of agent i, ΨOi = Ψi(Oi) = Ψ(Oi)
is the subtree of agent i, rooted at Oi. We assume ψ is any subtree of Ψ , and
ψOi

(v) = ψ(Oiv) (for example ΨBi
(Bj) and Ψ(BiBj) denote the same subtree).

We have views ¬Oi as well as views Oi. It must be noted that at the top
level (Ψi), we have assumed a closed world and only three nodes Bi, Ui and
Ii are present, and we don’t have ¬Bi, ¬Ui, and ¬Ii. At this level, we assume
Ψi |= ¬Oiω iff Ψi 	|= Oiω. At the lower levels of tree however, we have ¬O nodes
also. Thus for example ΨBi

|= ¬Ojω iff ΨBi¬Oj
|= ω.

2.1 The Satisfaction Relation

Based on the preceeding discussion, we may derive the following relationships
between the various modalities. These relationships merely emphasize the ratio-
nality and the logical consistency of the mental attitudes of each agent.

1. Biω ⇒ Biω
′ if ω ⇒ ω′ 5. Uiω ⇒ ¬Ui¬ω 9. Uiω ⇒ ¬Bi¬ω

2. Iiω ⇒ Iiω
′ if ω ⇒ ω′ 6. Biω ⇒ ¬Uiω 10. Biω ⇔ BiBiω

3. Biω ⇒ ¬Bi¬ω 7. Uiω ⇒ ¬Biω 11. ¬Biω ⇔ Bi¬Biω
4. Iiω ⇒ ¬Ii¬ω 8. Biω ⇒ ¬Ui¬ω

Rules 1 to 4 and 10 and 11 follow from K, D, 4 and 5. Rules 5-9 follow from
the definition of Ui modality. The IS of a multi-agent system should not violate
the above rules. So when updating the information store, its consistency must
be maintained somehow.

Definition 1. Each node of the IS represents a view v ∈ V. A node or view is
said to be of uncertain parity if some U or ¬U ocuurs in v. All other nodes
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are of certain parity. Further a node of certain parity is even if there are an
even number of ¬B and ¬I modalities in v, and is odd otherwise.

Theorem 2. If F ⇒ G. Then for any view v = O1 . . . Ok ∈ V, of certain parity,
vF ⇒ vG if v is even, and vG⇒ vF if v is odd. ��

Let For (which we call local formulas) be the set of formulas φ defined as:

φ ::= Oiω | φ ∧ φ′ |φ ∨ φ′ | ¬φ where ω ∈ ModFor

Definition 3. A formula ω is accessible from information tree Ψi, i.e., Ψi |=acc

ω, if it is stored explicitly in Ψi. This relation is formally defined as:

Ψi |=acc ω iff Ψi, ε |=acc ω
Ψi, v |=acc l iff l ∈ Ψi(v) where l is a literal
Ψi, v |=acc Oiω iff Ψi, vOi |=acc ω where O ∈ {B, I, U,¬B,¬I,¬U}

Definition 4. A formula ω is derivable from Ψi, i.e., Ψi � ω, iff there is a
formula φ s.t. Ψi |=acc φ, and φ ⇒ ω using rules 1-11 and theorem 1. Note that
Any accessible formula is also derivable.

Definition 5 (Satisfaction). A formula φ is satisfiable in Ψi, iff φ is derivable
by Ψi. Satisfaction relation |= for different formulas is defined as:

– Ψi |= Ojω iff Ψi � Ojω
– Ψi |= φ1 ∧ φ2 iff Ψi |= φ1 and Ψi |= φ2

– Ψi |= φ1 ∨ φ2 iff Ψi |= φ1 or Ψi |= φ2

– Ψi |= ¬φ Ψi 	|= φ

2.2 Information Revision

Belief and goal revision is an important subject in light of non-monotonicity
in the behaviour of agents in their interaction with other agents. Agents need
to add new information and remove the old information and they like to have
consistent information.

Any agent is capable of updating its own local information but not that
of any other agent. However, an agent may seek to influence the attitudes of
other agents by communication. As discussed earlier, we like properties 1-9 to
be satisfied in information store. So when updating the information store, we
will regard them as consistency rules.

Definition 6. The information store of agent i (Ψi) is consistent if the following
holds

r : If Ψi |= Oiω then Ψi 	|= Oi¬ω (O ∈ {B, I, U})

Information store of the multi-agent system is consistent if the information
store of individual agents are consistent. To update the information store, we
define function upd(Ψi, v, ω), where Ψi is the information store of agent i, v is
a view of Ψi and ω ∈ ModFor is a formula. This function is given in table 1.
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We assume O ∈ {B,U, I}, l is a literal, cond ≡ ′′if v contains only B and I
modalities′′, and M,N ∈ {B,U} s.t. in any formula including M and N either
M = B and N = U , or M = U and N = B. The table includes two parts, first
part shows adding of a formula and the second part shows deletion of a formula
from IS. We prefix a formula with the symbol ∼ to denote its deletion. It is

Table 1. IS revision

command primary update if cond Secondary update

upd(Ψi, v, l) = Ψi(v) ∪ {l}; if cond then Ψi(v) − {¬l}.
upd(Ψi, v, BjBjω) = upd(Ψi, v, Bjω).
upd(Ψi, v, Bj¬Bjω)= upd(Ψi, v, ¬Bjω).
upd(Ψi, v, Mjω) = upd(Ψi, vMj , ω); if cond then [ upd(Ψi, v, ∼ ¬Mjω);

upd(Ψi, v, ∼ Njω); upd(Ψi, v, ∼ Nj¬ω) ]
upd(Ψi, v, Ijω) = upd(Ψi, vIj , ω); if cond then upd(Ψi, v, ∼ ¬Ijω).
upd(Ψi, v, ¬Ojω) = upd(Ψi, v¬Oj , ω); if cond then upd(Ψi, v, ∼ Ojω).
upd(Ψi, v, ∼ l) = Ψi(v) − {l}.
upd(Ψi, v, ∼ Mjω) = upd(Ψi, vMj , ∼ ω); if odd then [ upd(Ψi, v, ∼ ¬Mj¬ω); upd(

Ψi, v, ∼ ¬Njω); upd(Ψi, v, ∼ ¬Nj¬ω) ]
upd(Ψi, v, ∼ Ijω) = upd(Ψi, vIj , ∼ ω); if odd then upd(Ψi, v, ∼ ¬Ij¬ω).
upd(Ψi, v, ∼ ¬Mjω)= upd(Ψi, v¬Mj , ∼ ω); if even then [ upd(Ψi, v, ∼ Mj¬ω);

upd(Ψi, v, ∼ Njω); upd(Ψi, v, ∼ Nj¬ω) ]
upd(Ψi, v, ∼ ¬Ijω) = upd(Ψi, v¬Ij , ∼ ω); if even then upd(Ψi, v, ∼ Ij¬ω).

supposed upd(Ψi, ω) denotes upd(Ψi, ε, ω). This function satisfies consistency rule
r, when it updates the IS. We can extend the function upd to update a sequence
of modal formulas as upd(Ψi : ω1, ω2, ..., ωn) = upd(...upd(upd(Ψi, ω1), ω2)..., ωn).
Finally we have the following theorem. Its proof is omitted because of space limit.

Theorem 7. The function upd preserves property r.

3 Syntax of Agent Programming Language

We use CCS [12] as the basis of our agent language and extend it with some
new features, to obtain ECCS. The formal syntax of ECCS (Extended CCS) is
as follows:

P = 0 | c̄(α).P | c(α).P | update(Oiω).P | query(φ).P | observe(p).P | P1+P2 | A

The intuitive meaning of different constructs are as in CCS [12]. In the above
definition, P, P1 and P2 are ECCS agents. Operators c̄(α) and c(α) are used
for sending and receiving information between agents respectively, where c is an
unidirectional communication channel between two agents (with an input port c
and output port c̄) and α is one of { inform(ω), confirm(ω), disconfirm(ω),
request(a)}. These performatives will be explained in the sequel. Operators
update(Oiω) and query(φ) are used for updating and querying Oiω and φ in
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the information store, where ω ∈ ModFor and φ ∈ For. observe(p) is used to
observe some information from the environment and p is an atomic proposition.

The meaning of the composition operators is as usual. a.P is an agent that
can perform action a and then become the agent P , P1 + P2 is choice, which
means either P1 or P2 will be executed. Finally we assume Labels is a set of
labels and A ∈ Labels is a name which stands for an ECCS program. Labels are
used for defining recursive procedures.

A multi-agent system is defined as a parallel composition of various agents
which can communicate with each other. In the following Pi(i ∈ Ag) are agents,
and Ψi are information stores.

M = < P1, Ψ1 > | < P2, Ψ2 > | ... | < Pn, Ψn >

3.1 FIPA’s Performatives and Axioms

We consider four FIPA [8] primitive performatives.The syntax of each is of the
form < s, act(r, α) >, where s is the sender, r is the receiver, act is the type of
action, and α is the content of the message, which can be for example an action
a asking r to do something specific, or a proposition ω. The semantics of each
communicative act consists of Feasibility Preconditions (FP), which need to be
satisfied before the act is performed, and Rational Effect (RE), which is the effect
expected after the act is performed. In this definition Bifr(ω) = Brω ∨Br¬ω,
and Uifr(ω) = Urω∨Ur¬ω. FP (a)[s\r] denotes the part of the FPs of a which
are mental attitudes of s. Agent(r, a) means that agent r can perform action
a, and Done(a) means that action a is done (if BiDone(a)) or intended to be
done (if IiDone(a)). These terms will be discussed later in section 4.1.

In addition to the performatives, in FIPA some axioms have been defined
too. We don’t discuss these axioms here, but as discussed in [13] there are some
problems using only the set of performatives and axioms defined by FIPA. We
don’t explain these problems here, but the interested reader may refer to [13].

perf. syntax semantics

inform 〈s, inform(r, ω)〉 FP : Bsω ∧ ¬BsBifr ω ∧ ¬BsUifr ω RE: Brω

confirm 〈s, confirm(r, ω)〉 FP : Bsω ∧ BsUrω RE: Brω

disconf 〈s, disconf(r, ω)〉 FP : Bs¬ω ∧ (BsBrω ∨ BsUrω) RE: Br¬ω

request 〈s, request(r, a)〉 FP : (FP (a)[s\r]) ∧ BsAgent(r, a) ∧ ¬BsIrDone(a)
RE : Done(a)

4 Semantics of ECCS

The semantics of ECCS is defined by Structural Operational Semantics (SOS)
[14]. Many of the semantic rules are extensions of those for CCS [12]. We assume
every agent of the system is honest and reliable. Let

Actτ = {τ}∪{c(α), c̄(α) | α is a communicative act}∪{p, ¬p | p ∈ AtomProp}
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In addition let Ψi = (ΨBi
, ΨUi

, ΨIi
) be the complete information store of i. The

operational semantics of update, query and observe operators are as:

Ψ ′
i = upd(Ψi, Oiω)

〈update(Oiω).Pi, Ψi〉 τ−→ 〈Pi, Ψ ′
i〉

Ψi |= φ

〈query(φ).Pi, Ψi〉 τ−→ 〈Pi, Ψi〉
, φ ∈ For

Ψi �|= (Bip ∨ Bi¬p), Ψi |= (IiBip ∨ IiBi¬p), Env |= l

〈observe(p).Pi, Ψi〉 l−→ 〈Pi, Ψ ′
i〉

where l ∈ {p, ¬p}, p ∈ AtomProp, and Ψ ′
i = upd(Ψi : Bil, ∼ IiBil, ∼ Iil, ∼

IiBi¬l, ∼ Ii¬l).

It is assumed ω ∈ ModFor and Ψ ′
i = (Ψ ′

Bi
, Ψ ′

Ui
, Ψ ′

Ii
) is the information store

of agent i after performing an update or observe. Observe(p) is used for updating
the information of an agent by observing some proposition from the environment.
As observe is a communicative action (communication with environment), we
define FP (observe(p)) = ¬Bip∧¬Bi¬p and RE(observe(p)) = Bip∨Bi¬p. We
assume Env (environment) contains the truth value of a set of related atomic
propositions. After observe we will remove IiBil or Iil or IiBi¬l or Ii¬l as the
intended proposition is believed. Query is used to ask φ from the information
store and it is executed if φ is satisfied by information store of agent i.

4.1 Communication Operators

As mentioned before, we have two operators for communication of agents: c(α)
and c̄(α) for receiving and sending information respectively. We use four primi-
tive communicative acts: inform(ω), confirm(ω), disconfirm(ω) and request(a).
We define the semantics of inform and request here. The semantics of confirm
and disconfirm are similar to that of inform (only FP and RE is different as
shown in section 3.1). Semantics of sending messages is shown in table 2. We

Table 2. Semantics of sending a message

Ψi |= Biω ∧ ¬BiBifjω ∧ ¬BiUifjω, Ψi |= IiBjω ∨ IiDone(a)

〈c̄(inform(ω)).Pi, Ψi〉 c̄(inform(ω))−−−−−−−−−→ 〈Pi, Ψ ′
i〉

where a ∈ {c̄(inform(ω)), c̄(inform if(ω))} and Ψ ′
i = upd(Ψi, BiBjω, ∼ IiBjω, ∼

IiDone(a)).

Ψi |= FP (a)[i\j] ∧ BiAgent(j, a) ∧ ¬BiIjDone(a), Ψi |= IiDone(a) ∨ Iiω

〈c̄(request(a)).Pi, Ψi〉 c̄(request(a))−−−−−−−−→ 〈Pi, Ψ ′
i〉

where RE(a) = ω and Ψ ′
i = upd(Ψi, BiIjDone(a), ∼ IiDone(a), ∼ Iiω)

suppose i is the sender and j is the recipient. Both the transitions have three
parts. Firstly, FP of performative must be satisfied. This is known from sec-
tion 3.1. Second is the intention which are the reason to send the message, and
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the third is updating of IS to obtain Ψ ′
i . Note that in FIPA, inform if(ω) ≡

inform(ω) | inform(¬ω), where | is the non-deterministic choice operator. In
the semantics of inform we have deleted IiBjω and IiDone(a), because the in-
tended proposition is likely to be satisfied with the execution of the action. In the
semantics of request, Agent(j, a) is a function Agent : Ag×Act→ {true, false},
which given an agent and an action, specifies whether the agent can do the action
or not. FP (a)[i\j] is not defined clearly in the FIPA. It is defined in FIPA as the
feasibility preconditions of the action a relating only to the sender i. We suppose
a in the c̄(request(a)), is either an internal action or one of S = {d̄(inform(ω)),
observe(p), d̄(confirm(ω)), d̄(disconfirm(ω)), d̄(inform if(ω)) } where d is a
channel name. Finally If c is a channel from i to j and d from j to i, Then
FP (a)[i\j] for actions of S in order is: ¬Bifiω ∧ ¬Uifiω, {}, Uiω, Biω ∨ Uiω,
and ¬Bifiω ∧ ¬Uifiω. If d is not a channel from j to i then FP (a)[i\j] = {}.

Table 3. Semantics of receiving a message

Ψ ′
j = upd(Ψj , Bjω, ∼ BjIiDone(a), ∼ IjBjω, ∼ IjDone(a))

〈c(inform(ω)).Pj , Ψj〉 c(inform(ω))−−−−−−−−−→ 〈Pj , Ψ ′
j〉

where a ∈ {c(inform(ω)), c(inform if(ω))}.

Ψ ′
j = upd(Ψj , IjDone(a))

〈c(request(a)).Pj , Ψj〉 c(request(a))−−−−−−−−→ 〈Pj , Ψ ′
j〉

Semantics of receiving a message is defined in table 3. Intuitively j after
receiving the inform(ω) which is sent by i, would believe the contents of inform,
because agents trust each other. The second argument removes BjIiDone(a), as
the action is beleived to be done by i. Actually, BjIiDone(a) might be added
after a request and we know it is satisfied if c(inform(ω)) is done. IjBjω and
IjDone(a) will be removed because of the same reasons.

4.2 Summation and Parallel Composition

Semantics of summation P1 + P2 is defined as usual. Let a ∈ Actτ then:

〈Pi1 , Ψi〉 a−→ 〈P ′
i1 , Ψ ′

i〉
〈Pi1 + Pi2 , Ψi〉 a−→ 〈P ′

i1
, Ψ ′

i〉
〈Pi1 , Ψi〉 a−→ 〈P ′

i1 , Ψ ′
i〉

〈Pi2 + Pi1 , Ψi〉 a−→ 〈P ′
i1

, Ψ ′
i〉

In the semantics of parallel composition there are two cases: First for any
l ∈ {τ} ∪ literals and the second for any communication γ,

〈Pi, Ψi〉 l−→ 〈P ′
i , Ψ

′
i〉

[...|〈Pi, Ψi〉|...] l−→ [...|〈P ′
i , Ψ

′
i〉|...]

〈Pi, Ψi〉 γ̄−→ 〈P ′
i , Ψ

′
i〉 , 〈Pj , Ψj〉 γ−→ 〈P ′

j , Ψ
′
j〉

[...|〈Pi, Ψi〉|...|〈Pj , Ψj〉|...] τ [γ,γ̄]−−−−→
[...|〈P ′

i , Ψ
′
i〉|...|〈P ′

j , Ψ
′
j〉|...]
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In the second rule τ [γ, γ̄] means the action is silent action but γ and γ̄ have pro-
duced it. This will be useful in model checking when we use action expressions
in the formulas.

5 ACTL Logic

In this section we define a logic which is like the branching time temporal logic
CTL, but it has action operators for handling actions [6]. In addition the logic
has operators for expressing mental properties like beliefs, uncertainties and
intentions. The formal syntax of ACTL is defined as:

µ ::= true | φ | ¬µ | µ ∧ µ | EXxµ | EGxµ | EµxUx′µ′

| EµxUµ
′ | AXxµ | AGxµ | AµxUx′µ′ | AµxUµ

′

Where φ ∈ For and x, x′ ⊆ Actτ are sets of actions. When x or x′ include only
one action, we omit the set brackets. The other operators can be defined using
those of above. For P ∈ {E,A}, PGµx = µ∧PGxµ, PFxµ = P true Uxµ. Many
of the operators have their traditional meaning as in CTL. Semantics of ACTL
is defined in terms of Labelled Transition Systems (LTS) with labelling in the
transitions as well as states. Let IS= {Ψ | Ψ is information store of multi-agent
system}, and LTS structure M be a tuple of four elements as < S,R,L, s0 >
where S is the set of states, R ⊆ S × Actτ × S is the transition relation ,
L : S → IS is the state labelling function which assigns an information store
Ψ for any state s, and s0 ∈ S is the initial state. We suppose L(s0) = { },
or information store initially is empty. Formal semantics of ACTL is defined in
table 4. Satisfaction of local formulas in each state (L(S) |= φ) has been defined
in section 2. Note that ACTL extends CTL and we can express CTL formu-

Table 4. Satisfaction of ACTL formulas in labelled transition systems

s |= true for any state s holds.
s |= φ iff L(s) |= φ which means information store in state s must

satisfy local formula φ.
s |= ¬µ iff s �|= µ
s |= µ1 ∧ µ2 iff s |= µ1 and s |= µ2

s0 |= EXxµ iff there is a path π = s0
a1→ s1

a2→ s2 → ... such that s1 |= µ and
a1 ∈ x.

s0 |= E(µxUx′µ′) iff s0 |= µ and there is a path π = s0
a1→ s1

a2→ s2 → ... and
∃ j ≥ 1 , sj |= µ′ and aj ∈ x′ and for all 1 ≤ i < j, si |= µ and
ai ∈ x.

s0 |= E(µxUµ′) iff there is a path π = s0
a1→ s1

a2→ s2 → ... and ∃j ≥ 0
such that sj |= µ′ and for all 0 ≤ i < j, si |= µ and ai+1 ∈ x.

s0 |= EGxµ iff there is a path π = s0
a1→ s1

a2→ s2 → ... such that si+1 |= µ
and ai ∈ x, for all i ≥ 0.

s0 |= A . . . iff for all paths . . . (same as existential counterpart) . . .
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las by using Actτ to express action expression x in any formula. For example
EXActτ

µ ∈ ACTL is like EXµ ∈ CTL, because a ∈ Actτ for any action a.

6 Model Checking

Model checking of multi agent systems is a process of verifying correctness of
agent systems. In these systems we not only deal with traditional concepts of
concurrent systems like safety and liveness properties [19] but the mental prop-
erties of the system must be satisfied as well [22].

As we saw before, ECCS programs can be modeled as LTSs (as defined by
the operational semantics). We may transform LTSs to Kripke models [11] and
ACTL formulas to CTL formulas, then we may use existing model checkers. The
other alternative is to define algorithms to check properties expressed in ACTL,
directly on LTS. Algorithms for direct model checking of ACTL is omitted here
because of space limit.

Our algorithm is similar to that of checking CTL formulas in the Kripke
structures [3]. The algorithm contains various procedures to deal with differ-
ent kinds of ACTL formulas. We assume some global data structures such as:
M=(S,R,L, s0) is the LTS to be checked, labels = {label(si) | label(si) is set
of labels of si }. We will store any subformula which is satisfied in a state si in
the variable label(si). In addition we assume ListOfSub(µ) is an ordered list of
subformulas of a formula µ ∈ ACTL from shortest to longest length.

Our main procedure is Check-ACTL which, for any subformula
f ∈ ListOfSub(µ), calls the appropriate model checking procedure based on
the structure of the subformula. The list of subformulas are ordered from short-
est to longest, and it guarantees whenever we check a subformula (like f1 ∧ f2),
all of its subformulas (like f1 and f2) already have been checked. After checking
all subformulas of the set, labels of any state shows the set of subformulas, sat-
isfied by that state. If a state contains µ, it satisfies µ. If labels of initial state
label(s0) contains µ then we say µ is satisfied in LTS structure M.

7 An Example

We implement a very small example using ECCS and define its properties with
the ACTL logic. In this example we assume there are two agents, one is Provider
agent and the other is Salesman agent. Provider is responsible to provide an
item and salesman is responsible for finding customer. Every time, if provider be-
lieves that there is no item, it will provide a new item from the environment and
salesman can sell the item. We assume every time there is an item in the environ-
ment. When item is sold then provider will provide a new item. In the following
example we have assumed ps is a channel from Provider to Salesman and sp
from Salesman to Provider, inform if(s, φ) is feasible if either inform(s, φ) or
inform(s,¬φ) is feasible, c r = customer is ready and i r = item is ready. Also
we have assumed 〈s, query if(r, φ)〉 ≡ 〈s, request(r, 〈r, inform if(s, φ)〉)〉, This
operator allows s to query p from r.
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Prvdr = update(IpBp i r). Loop
Loop = {query(IpBp i r). observe(i r). update(IpBifpc r). Loop}

+ {query(IpBifpc r). p̄s〈query if(c r)〉.
{sp〈inform(c r)〉. Loop } + {sp〈 inform(¬ c r)〉. update(IpBifpc r).

update(¬Bp¬ c r). Loop} }
+ {query(Bp c r). update(¬Bp i r). update(¬Bpc r). update(IpBpi r). Loop}

Slman = update(Is(Bifsc r)). Loops
Loops = query(IsBifsc r). ps〈query if(c r)〉.

{observe(c r). s̄p〈inform(c r)〉. update(¬Bsc r).
update(¬BsBpc r). update(IsBifsc r). Loops }

+{observe(¬c r). s̄p〈inform(¬c r)〉. update(¬Bs¬c r).
update(¬BsBp¬c r). update(IsBsc r). Loops }

Here are some properties of the system, written in ACTL. For reasons of
simplicity we don’t write action expression indexes in formulas.
AG[(Bpi r ∧ Bpc r) ⇒ AFIpBpi r]. AG[Bsc r ⇒ AFIsBifsc r].
AG[Bs¬c r ⇒ EFBsc r]. AG[IpBifpc r ⇒ AFBpc r].

8 Conclusion and Future Work

In this paper we have defined a language ECCS, with its syntax and semantics.
We defined the structure of information store, which is a tree like structure
with multiple views. A logic ACTL was defined for defining specifications of the
system and a model checking algorithm was proposed for verification of agents.

Most of the work in the verification of multi-agent systems try to define a theory
of rational agency [4, 16], but they suffer from lack of computationally grounded
semantics [21].There are some frameworks [23, 1]which attemptmodel checking on
agent programs.One of themost relevantworks to ours isMeyer’s et.al. [20]work on
defining a multi-agent framework using CSP [10] and CCP [17]. Authors have given
aproofmethod for proving theproperties of the systemaswell. In addition there are
some other agent programming languageswhich are inspired by logic programming
languages [5, 18, 15], and for few of them verification issues are specified.

Our work uses an abstract functional language CCS with a well defined op-
erational semantics and we can simply check FIPA compliance properties in the
semantics of the language (as we have done). Also, the model checking algorithm
is easy and straightforward to implement in this framework.

The reason we have omitted disjunction in our information store is due to
problems that crop up with disjunction. One of these problems is inconsistency
checking, which is NP-complete.

One possible extension which we plan to try, is to add disjunction to our frame-
work and use clausal resolution for inferring formulas from information store [7].
Also we plan to extend our framework to include some more performatives from
FIPA-ACL. Finally we will use these ideas in an abstract rules based agent pro-
gramming language.
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Abstract. Despite their crucial impact on the performances of p2p sys-
tems, very few is known on peers behaviors in such networks. We propose
here a study of these behaviors in a running environment using a semi-
centralised p2p system (eDonkey). To achieve this, we use a trace of the
queries made to a large server managing up to fifty thousands peers si-
multaneously, and a few thousands queries per second. We analyse these
data using complex network methods, and focus in particular on the de-
grees, their correlations, and their time-evolution. Results show a large
variety of observed phenomena, including the variety of peers behaviors
and heterogeneity of data queries, which should be taken into account
when designing p2p systems.

1 Introduction

In p2p systems, the exchanges between peers are not random: if someone has a
data of interest to someone else (a music file for example) then he/she probably
has other data of interest for the same person (musics from the same artist for
example). Likewise, the peer behaviors (tendency to provide many or few data,
for example) has crucial consequences on the way a p2p system will work, in
particular on its efficiency. Despite this, very few is nowadays known on p2p
exchanges properties and on how peers behave [9, 11].

The distributed nature and the large size of p2p systems are the main reasons
for this lack of knowledge. However, some of the main p2p systems currently
running use a mid-term between the centralised and the fully distributed ap-
proaches [5]: a small set of servers is used for the processing of the queries and
data transfers are managed directly between peers.

In this paper, we analyse a large trace of queries and exchanges processed
in such a system, which gives new insight on the properties of exchanges and
peer behaviors. To achieve this, we mainly use the methods from the recent
field of complex network analysis, in particular the study of node degrees, their
correlations and their time-evolution. In section 2, we describe the p2p protocol
under concern, the trace we use, the statistical tools used to analyse it, and the
context into which our work lies. We then study the peers point of view (how
do peers behave? what is a typical peer load?) and the data point of view (are
there various kinds of data in the system?) in sections 3 and 4 respectively.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 126–137, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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2 Preliminaries

In this section, we describe the p2p protocol we use for our analysis, namely
eDonkey. We then describe the trace we will study and the way it has been
collected. We will represent and analyse these data using graphs and statistical
properties of graphs, which will prove to be very efficient tools for this purpose.
We introduce and discuss them later in this section. Finally, we describe the
context in which our work lies.

The eDonkey Protocol
As already pointed out, an eDonkey system relies on dedicated servers whose
only purpose in to manage queries and bring peers into contact. To achieve this,
a server has to process various kinds of commands:

– login/logout commands correspond to arrival/departure of peers. Once a
peer is connected to the server (using a login command), it sends metadata
to the server which describe the files it provides. The server stores these
metadata into a local table for the processing of later queries.

– filesearch commands are entered interactively by the end-user. They gen-
erally contain one or a few words describing the wanted data, but they can
be much more complex (including logical operations on words, size of the re-
quested file, its type, etc). The server answers such commands with metadata
(mainly hashcodes of the files) fitting the given description.

– sourcesearch commands allow a peer to know other peers providing a file
(or parts of it) given its hashcode (obtained through a filesearch query
in general). The server answers such a command with a list of peers pro-
viding the data, the list may be incomplete (it gives a bounded number of
sources, not all the ones which have the data). Notice that each peer keeps
its sourcesearch commands in a buffer and sends them every 5 minutes.
Moreover, it automatically sends them again every 15 minutes to get new
sources, if any.

There are various other details in the protocol (tcp vs udp connexions,
HighId vs LowId for peers, etc) but they do not play a significant role in the
following, therefore we do not detail them. For more detailed information, we
refer to [5].

The Measurement and the Trace
In this paper, we focus on the exchanges between peers and on the properties
of data. Therefore, we will mainly consider the sourcesearch commands. We
record the answers of the server to such commands in the following form:

[T ] Q H ”S1, S2, . . ., Sn”

where T is a timestamp (in seconds from the beginning of the trace), Q is the
peer which has emitted the query, H is the hashcode of the data queried by
Q, and (Si)i=1...n is a list of peers which has registered the data. The server
chooses these peers from its knowledge of which one provides which data, and
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only gives a bounded number of such peers (n < N for a given N independent
of the query).

We studied several traces, during up to more than two days. During such
a period, the server typically processed 1.5 million login commands, nearly
the same amount of logout commands, and around 210 million sourcesearch
commands. The results presented hereafter are qualitatively the same for all
these traces. We therefore chose to present them using a single typical trace (of
800 minutes).

Notice that the trace has been started simultaneously with the server reboot,
therefore we can observe the startup phase of the server. Moreover, it is long
enough to ensure that the server as reached a steady state, as will be shown in
the following.

We argue that these traces are representative of the exchanges actually pro-
cessed in a typical p2p system, mainly because of three points:

– the observed queries depend mainly on peer behaviors, not on the underlying
protocol,

– the observed phenomena do not significantly vary from one trace to another,
– the huge size of the trace ensures that we capture most of the behaviors

which indeed occur.

The Query Graph Q
There are several ways to conduct statistical studies on the data collected on
queries as described above. In this paper, we propose to use tools from the recent
field of complex network analysis. We will show that they make it possible to
give strong insight on some important properties of the trace. However, this
approach might be completed using tools from other fields, like signal processing
for example.

A first way to encode the gathered data into a complex network is to define
a labeled weighted bipartite graph Q = (P,D,E,w) where

– P is the set of peers in the network, D is the set of data (hashcodes),
– E ⊆ (P ×D) ∪ (D × P ) is the set of directed edges where (p, d) ∈ E if the

peer p has made a query for the data d, and (d, p) ∈ E if p has been cited
by the server as a provider of d,

– w is a weight function over E where w(x, y), for all (x, y) ∈ E, is the number
of times x has requested y or the number of times y has been cited as a
provider for x.

We will call this graph the query graph, since it mainly encodes which peer
queried which data and who is cited in the answer to these queries.

Notice that, despite this graph encodes much information on the exchanges
captured by the trace, it does not contain all the information. However this graph
is essential to put some properties into light, which would not appear without
it. For example, one can immediately see on this graph which data are queried
most often by looking at their number of incoming edges.
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Statistical Properties of Graphs
Complex network analysis is a scientific area in full development aiming at de-
scribing very large graphs met in practice and extracting some relevant infor-
mation from them. Is is based on various statistical properties which can be
measured on graphs. See [2, 4, 10] for surveys on this field.

In this paper, we will in particular study the time-evolution of degrees in
Q. Notice that this cannot be done simply by plotting the time-evolution of
the average degree, since, as we will see, the degree distributions in Q follow
power laws. Therefore, the average degree is a very poor indicator. However,
this power law structure gives an original way to study the evolution of degrees.
The nodes may be separated into two very different classes: low degree nodes,
which represent the vast majority of the whole, and the few very high degree
nodes, which play a particular role in the system. One may then study these two
classes with two orthogonal approaches: one may plot the time-evolution of the
proportion of nodes of degree i for small values of i whereas one may plot the
time-evolution of the degree of the few nodes with the highest final degree. This
is what we will do in the following.

Context
In the last few years, various measurements of p2p networks have been carried
out. Some used active measurement [11, 12], others used passive measurement
and flow analysis [1, 3, 7, 9, 13, 14]. We briefly present these previous works here,
with a special emphasis on the ones based on passive measurements.

Adar and Huberman [1] studied the Gnutella 0.4 traffic over a 24 hours period
of time from a given client. The main point of the analysis was to discriminate
users between free-riders (no sharing at all), and active peers (lot of sharing). It
turns out that 70% of the users are free-riders, while 1% of the clients answer to
50% of the queries.

In [3], Gnutella traffic is observed during 35 hours from a client point of
view with the objective to study the amount and type of signaling traffic. In
particular the authors observed the distribution of TTL for the search queries,
in order to evaluate the distance from their client to others peers. Similarly,
[9, 14] studied Gnutella traffic from various traces with different duration (or
geographic location) in order to study queries caching strategies to decrease
signaling traffic.

Data from various p2p systems (Fastrack, Gnutella, Directconnect) have also
been collected directly from routers of some Internet Service Providers [7, 13].
These study are mainly aimed at finding strategies for ISP to reduce the p2p
traffic. In particular [7] showed that p2p data contain enough redundancy to use
efficient caching strategies.

More recently, [6, 8] used passive measurement based on KaZaA and KaZaA
Lite (Fastrack). In [8] it is confirmed that KaZaA traffic is mainly composed of
a few very popular files. Their results show that this tendency is even more pro-
nounced than supposed before, which increase the advantages of caching strate-
gies. Finally, [6] innovated using 3 KaZaA clients within NY Polytechnic network
to get strong insight on KaZaA protocol (which is not open source). Their mea-
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surements allowed to estimate the number of privileged clients in KaZaA to
30 000, each client having from 40 to 60 connections to others privileged clients
and from 100 to 200 connections to ordinary clients.

All these studies, and others, have therefore been based on the use of clients
or routers to understand the traffic itself, the main conclusion being that, in-
dependently of the p2p system in concern, most of the traffic is concentrated
on few very popular files. In this context, the use of caching strategies might
therefore be very efficient.

Our approach is quite different since it is based on measurements from the
server side. This makes it possible to confirm and improve some of the previous
results, but our main aim is to deepen the study of peers behaviors. Indeed, one
may consider that the queries we observe are weakly influenced by the under-
lying protocol (we will discuss this in the following where it may not be true):
these queries mainly depend on the users interests, culture, etc. Our study is
therefore directed towards the analysis of peer behaviors, which certainly play
an important role in the efficiency of p2p systems and their design. Moreover,
the use of tools from the recent field of complex network analysis provides some
new and original insights on the topic.

3 The Peers Point of View

In this section, we study the query graph Q from the peers point of view. More
precisely, we will focus on the degrees of the nodes in P , the set of peers. Recall
that the peer p in P has an outgoing edge to the data d if and only if p has made
a query for d, and that p has an incoming edge from d if and only if p has been
pointed out as a provider of d. Therefore, we may look at the following values:

– the out-degree of a peer is the number of (distinct) data it has looked for,
– the weighted out-degree of a peer is the number of queries sent by the peer

(including several queries for the same data),
– the in-degree of a peer is the number of data for which it has been pointed

out as a provider,
– the weighted in-degree of a peer is the number of times it has been pointed

out
– the in- and out- weight express the number of times a given peer is cited for

a given file, or request a given file.

All these degrees play an important role in describing a given peer. For ex-
ample, a peer with a high out-degree is a peer seeking many data, a peer with a
high in-degree certainly has many data to provide, and a peer with high weighted
in-degree is a peer which is solicited very often (it may shares many data or very
popular ones), and therefore may be overloaded. We will use all these notions in
the section to describe peer behaviors.

Let us first consider the unweighted in- and out-degree distributions of peers,
and the weight distribution (Figure 1). As expected, they show that the node
degrees are very heterogeneous, with a power law shape: whereas most peers
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have a small degree, some have a high one (several orders of magnitude more).
This means that there is no typical behavior of peers. In other words, they cannot
be properly modeled nor simulated using a notion of mean peer, which could not
capture the variety observed in practice. Let us emphasize on the fact that this
has significant importance for the design of p2p systems, which should certainly
take this heterogeneity into account.
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Fig. 1. Left: the in- and out-degree distributions of peers. Right: the in- and out-degree
weight distributions on the edges

One may also notice that the out-weight distribution has a cutoff (Figure 1,
right). This can be interpreted as a consequence of the fact that a peer should
not request a given file more often than once every 15 minutes. Therefore, there
is a maximal number of queries a peer may send, which corresponds to the cutoff.
The peers which have a degree lower than the cutoff are the ones which send
few queries or have joined the server later. The ones which reach the cutoff are
the ones with classical client software and use it at its maximal rate. The ones
which are above the cutoff certainly correspond to peers with modified client
software, which allows them to query the server more frequently. Therefore,
this plot makes it possible to evaluate the number of unfair peers which may
endangered the system by overloading it, and even detect them.

A natural continuation of the analysis is to study the correlations between in-
and out-degrees, as displayed in Figure 2 (left). These plots do not display strong
correlations, but they show several things. First, it appears clearly that high in-
degree nodes are not the ones with high out-degree, and conversely. This means
an important thing: peers which provide many data do not in general send many
queries, whereas the peers which make most queries provide only few data. This
indicates that some peers are installed to serve mainly as data repositories from
which other peers get data, whereas some peers do not behave fairly in the system
since they get many data while providing very few. Finally, this tendency, despite
it is not strongly pronounced, is general: if a peer has a high in-degree (out-degree),
then it tends to have a low out-degree (in-degree, respectively).

One may observe different phenomena on the weighted in- and out-degree
correlations (Figure 2, right). For example, the nodes with highest weighted
out-degree tend to send very few queries. This seems to confirm our hypothesis
that there are peers which mainly play the role of data providers.
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Fig. 2. Left: correlation between in- and out-degrees. Right: correlation between
weighted in- and out-degrees. The in- and out-degrees are on the x- and y-axis re-
spectively

Let us now turn to the time-evolution of degrees. The first natural ideas
certainly are to plot the in- and out-degree distributions at several dates, as well
as the time-evolution of mean in- and out-degrees, see Figure 3. The plots of
degree distributions show that it is very stable, which may be surprising but
is quite typical of large complex networks. The time-evolution of the average
degree shows that on average the nodes have a higher in-degree than their out-
degree, which means that on average they are more often contacted than they
make requests. This is a consequence of the fact that, in most client software,
a data retrieved from the p2p system is automatically made available on the
corresponding peer for others.
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Fig. 3. Left: the in- and out-degree distributions at various dates. Right: time-evolution
of the average in- and out-degrees (the irregularities in the plots correspond to peaks in
the arrival and departure of peers, due to reboot of other large servers in the system)

However, as already pointed out, this mean behavior is not very meaningful.
This is particularly clear here, since we have shown above that peers have very
different natures. Therefore, this average over all the peers has to be taken very
carefully, and certainly does not mean that there is a notion of average peer
which would have the average in-degree and the average out-degree: most peers
do not have the average in-degree nor the average out-degree, and if their in- or
out-degree is high then the other tends to be low. The evolution of the average
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in- and out-degrees must be viewed as a property of the whole system, not of its
components.

To obtain more precise information, we now study separately low and high
degree nodes. To achieve this, we plotted the proportion of nodes of (weighted or
not, in- or out-) degree i for small values of i (typically i ≤ 10). This proportion
is very stable, as one may have guessed from Figure 3 (left), therefore we do not
reproduce these plots here. On the contrary, we will focus on high degree nodes,
for which it is possible to plot the time-evolution of their degree. This is what
we do in Figure 4.

D
eg

re
e

Time (in minutes)

In1

In3

In2

Out3
Out1 Out2

 0

 200

 400

 600

 800

 1000

 1200

 0  100  200  300  400  500  600  700  800

D
eg

re
e

Time (in minutes)

In3

In2
In1

Out1

Out3

Out2

 0

 100

 200

 300

 400

 500

 600

 700

 0  100  200  300  400  500  600  700  800

Fig. 4. Time-evolution of in- and out-degrees for the three peers with maximal final
in-degree (left) and out-degree (right)

Let us first notice that these plots confirm that nodes with highest in-degree
tend to have a low out-degree, and conversely. Moreover, these plots show that
the high degree nodes are not nodes which have a low degree during a long
time and then experience an abrupt grow up in their degree. On the contrary,
they are among the highest degree nodes for a long time, and their degree grows
quite regularly. Moreover, they all behave in a similar fashion, therefore one may
consider that there is a typical behavior for high degree nodes, or, equivalently,
for very active peers. This gives hints for their accurate modeling and simulation.

If we now consider the time-evolution of the weighted in-degrees of the nodes
with the maximal final in-degrees, we obtain Figure 5 (left). We observe several
things on this plots. First, as before, the nodes with the highest weighted in-
degrees have in general a low weighted out-degree. Moreover, the time-evolution
of the weighted in-degree is very regular and homogeneous, which shows that it
is possible to introduce a relevant model.

One may also consider that the weighted in-degree of a peer is a measure of
its load. We can then use this plot to try to understand why the server fails in
distributing fairly the load among peers (which is proved by the weighted in-
degree distribution). The protocol ensures that the queries for given data will be
distributed fairly among the peers providing them. Two causes may make this
fail: the corresponding peers may provide rare data (therefore the server has no
choice when these data are queried but to cite these peers), or they may provide
many (different) data and are most likely to be cited.
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Fig. 5. Left: time-evolution of weighted in-degrees for the three peers with maximal
final weighted in-degree. Right: time-evolution of the (unweighted) in-degree of the
same nodes

In order to decide between these two hypothesis, let us observe, for the peers
under concern, the time-evolution of their unweighted in-degree (Figure 5, right).
This plot shows that these nodes reach very quickly their maximal in-degree. In
other words, we know very quickly all the data they will provide; the growing in
their in-degree simply means that they will be queried frequently for these data.
Because of the load-balancing managed by the server, this makes us conclude
that a large weighted in-degree is actually due to the fact that the corresponding
peer provides rare but very popular data, which certainly correspond to newly
introduced data.

We may now study the time-evolution of weighted out-degree of largest final
weighted out-degree peers in a similar way, see Figure 6. The weighted out-degree
of a peer is a measure of the load it induces on the server. It appears that the
nodes with the highest weighted out-degree also have a high weighted in-degree,
which is due to the fact that when a peer retrieves some data it also makes them
available on its machine. This is a good point for the protocol, which induce that
a greedy peer also has to serve the community. The stairs in the plots are due
to technical specificities of the protocol which we do not detail here.

If we look at the time-evolution of the unweighted out-degrees for these nodes
(Figure 6, right) we again see that either they converge quite quickly to a value
which is not very large, either they converge very slowly. This means that some
high weighted out-degree are due to the fact that peers send many queries for
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Fig. 6. Left: time-evolution of weighted out-degrees for the three peers with maximal
final weighted out-degree. Right: time-evolution of the (unweighted) out-degree of the
same nodes
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the same data, or that some peer are continuously looking for new files. As
already discussed, the first point may be induced by unfair modifications of client
software, and these plots show that, despite they induce a significant overload
for the server, these modifications have little benefit, if any, for the unfair peers.

4 The Data Point of View

In the previous section, we studied precisely the peers behaviors using their
degrees in the query graph Q. The same kind of study may be conduced with
benefit from the data point of view, which constitute the other part of this
bipartite graph. We present rapidly our main observations concerning this here.

Recall that the data d in D has an incoming edge from the peer p if and only
if p has made a query for d, and that d has an outgoing edge to p if and only if p
has been pointed out as a provider of d. Because of the lack of space, we will focus
on the unweighted degrees here. Therefore, we may look at the following values:

– the in-degree of a data is the number of (distinct) peers which have looked
for it,

– the out-degree of a data is the number of (distinct) peers which provide it,

We show in Figure 7 the in- and out-degree distributions for data at different
dates (left) as well as the time-evolution of the average in- and out-degrees. As pre-
viously, the degrees display a very high heterogeneity (the plots fit surprisingly
well power laws), therefore the average degrees should be considered as global
properties of the system which are not relevant for its components. They show
however that the average in- and out-degrees converge to a steady value, and that
the average out-degree is larger than the average in-degree. This is due to the fact
that when a peer is downloading some data, it generally provides them (after the
download, but also during it, since the data are divided into blocs).

We can observe the effect of this strategy more precisely by plotting the
correlations between in- and out-degrees, weighted or not, of data (Figure 8): it
clearly appears that data which are queried often by peers are also provided by
many peers. This is a very good point for the protocol, which avoids this way
the overload of peers which provide data wanted by many other peers.

This plot also shows that, in almost all the cases, a data has a larger out-
degree than its in-degree (most points are above the diagonal), which is another
effect of this strategy. This means that the difference observed in the average in-
and out-degrees (Figure 7, right) may be representative of what actually happens
for most data.

We may now look more precisely at the data with highest final in- and out-
degree, see Figure 9. Like in the case of peers, these plots show that the highest
in-degree data clearly have a typical behavior. Therefore, in this case too, it is
possible to give a general description of properties of very popular data, despite
the global heterogeneity of data in general.
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Fig. 7. Left: the in- and out-degree distributions of data at different dates. Right:
time-evolution of the average in- and out-degrees of data
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Fig. 9. Time-evolution of in- and out-degrees for the three data with maximal final
in-degree (left) and out-degree (right)

5 Conclusion and Discussion

We present in this paper an in-deep study of peer behaviors using their degrees
in the query graph, their correlations and their time-evolution. We also give
some insight on the properties of the exchanged data using similar techniques.
We use for this a representative trace of queries processed by a large eDonkey
server during a significant period of time.

Our analysis gives evidence for several phenomena. Some of them are induced
by the protocol properties, but most are mainly related to peer behaviors. Notice
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that some properties belong to both classes. For example, we pointed out a phe-
nomenon due to the fact that unfair peers use modified client software. Evaluating
the amount of such peers and their impact on the system may be crucial.

Besides the precise details of our results and the description we obtained of
peers and data, two main points strongly appear in our study:

– Both peers and data are highly heterogeneous, which makes irrelevant any
notion of typical peer having a mean behavior,

– On the contrary, peers may be separated into several classes (peers which
mainly provide data, peers with rare data, peers which send many queries,
etc) which correspond to well-defined behaviors.

The first point has already been noticed in previous studies, and both are
also true for data. These results may certainly be deepen, but we already point
out basic properties for an accurate modeling and simulation of a wide variety of
peers. We believe that these facts are of high relevance for the design of efficient
p2p systems, and should be taken into account in further research. They should
lead to accurate description and modeling of classes of behaviors in p2p systems.
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Abstract. This paper proposes a timed extension to the UNITY framework, for 
modeling, specification and reasoning about timing constraints in real-time sys-
tems. The UNITY formalism of Chandi and Misra [1] is extended by introduc-
ing timing constraints in the definition of safety and liveness properties and in 
the proof logic.  The proposed t-UNITY framework enables specification of 
both time independent logical properties and real-time properties, without any 
specific assumptions on scheduling and constraints imposed by implementation 
environments. The application of t-UNITY formalism to specification and rea-
soning about real-time systems is illustrated by an example. 

1   Introduction 

Implementation of real-time systems are often distributed and inherently concurrent. 
Most real-time design methods that are used in practice, such as the Vienna  
Definition Method (VDM) [2], Z [3] and structured analysis (SA) [4], are based on 
approaches that have been basically developed for terminating, non-reactive and 
sequential systems. For application systems with real-time constraints, it is not 
enough for software systems to be logically correct. Such systems must also satisfy 
timing constraints, which are determined by the characteristics of the physical system 
being controlled, and task executions must meet deadlines to prevent their failure. 
Hence, for formal specification of real-time systems, it is important to use a general 
framework that allows formal modeling of all concerns of a real-time system such as 
functionality, timing and co-ordination as different aspects of system design. 
    The motivation for our work is to extend the Chandi and Mishra’s UNITY formal-
ism [1] so that it can be used for modeling and verification of timed real-time sys-
tems. Such an extension is useful since it permits us to model systems with timed 
behavior, for example, “temperature above 250 degrees is followed by an alarm 
within a delay of 7 time units” or “in any interval of 8 time units, fuel flow to the 
engine can not remain at the maximum level for more than 2 time units”. The pro-
posed generalization of UNITY by introducing timing constraints establishes a robust 
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theoretical foundation that allows formal analysis and verification both real-time and 
non-real times properties of timed designs. 
    This paper is organized as follows: Section 2 gives a brief overview of the UNITY 
formalism. Section 3 introduces the proposed t-UNITY formalism and explains the 
various logical constructs that can be used in t-UNITY for specifying and reasoning 
about real-time behavior of systems. Section 4 describes a case study on modeling a 
safety critical system for controlling traffic on a junction of a farm-road with a high-
way. The paper ends with conclusions in section 5. 

1.1   The UNITY Formalism 

The UNITY formalism consists of a simple language for specifying programs, a logic 
for expressing properties that a program must satisfy, and a proof system for proving 
assertions about program behavior. A typical UNITY program consists of three sec-
tions: a declare section, which contains declaration of variables; an initially section, 
in which all or some of the variables are initialized, and an assign section, which is a 
set of guarded assignment statements or actions. Each action is a relation over pro-
gram states. An execution of a system is an infinite sequence of the form σ0A0σ1 

…σiAiσi+1 where each σi is a program state and Ai is an action or program statement. 
The state σ0 satisfies the initial condition. The program actions are written as guarded 
commands, preceded optionally by a label, as in α :: g → s where g is the guard, s is 
the statement and α is the label. In each step of execution, any action is non-
deterministically selected from the set of enabled actions. The selection of actions is 
assumed to be weakly fair, which means that an action, which is enabled and waiting 
to be executed, will eventually be executed. 
     The basic UNITY operator for expressing safety properties is co (short for con-
straints). For every execution of a given UNITY program F that satisfies p co q, a 
state satisfying p is immediately followed by a state satisfying q. UNITY provides 
three operators for specifying progress properties: transient, ensures and  → (pro-
nounced ‘leads to’). The most fundamental progress property of UNITY logic is 
transient. In UNITY, p transient means that p holds initially and there is a statement 
in F.assign after whose execution, p doesn’t hold anymore. The second progress 
property ensures can be defined in terms of co and transient. In UNITY, p ensures q 
means that if p holds at some point during execution, it will continue to hold as long 
as q doesn’t hold; and q is guaranteed to hold eventually. Another commonly used 
progress property that is defined using co is unless. In UNITY, p unless q means that 
if p holds at some point during execution, it will continue to hold as long as q doesn’t 
hold; however, unlike ensures property, it is not guaranteed that q will hold eventu-
ally. The most powerful operator for specifying progress properties in UNITY is 
‘leads to’, denoted as →. Formally, p →q denotes that if p holds at some point, q will 
hold at this or some later point during program execution.  
     Space restrictions do not permit a detailed overview of UNITY formalism here 
and interested readers may refer to [1] and [5] for this purpose. For current research 
on applications and extensions of UNITY formalism by various authors, please refer 
to [7]-[8].  
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2   The t-UNITY Formalism 

Similar to UNITY, in t-UNITY a program execution is an infinite sequence of the 
form σ0A0σ1 …σiAiσi+1 where each σi is a program state and Ai is an action or pro-
gram statement. However, in t-UNITY, with each predicate p defined over the values 
of the program variables, we define a time instant p.start and a time interval 
p.interval, such that p.start denotes the instant at which the predicate p becomes true 
and p.interval denotes the time interval during which the predicate p remains true. 
The only assumptions about time flow in t-UNITY are the following: time progresses 
as computation proceeds and the progression of time is uniform. In UNITY, a pro-
gram action is enabled when a certain predicate becomes true in the program. In t-
UNITY, an action can also become enabled when a certain temporal relation such 
as<, ≤, =, ≠, ≥, > between p.interval and a given time interval [a,b] is satisfied. For 
every predicate p and a given time interval [a,b], we define a boolean function 
life(p,R,[a,b]) which returns true when p.interval satisfies relation R with the given 
time interval [a,b]. Thus, for example, life(p,=,[a,b]) is true if p becomes true at in-
stant a, and remains true till instant b. Similarly, life ((p,≥,[a,b]) is true if p becomes 
true at instant a, and remains true till an instant ≥ b. With every action A, we associate 
a duration A.d which is the interval during which the action must be scheduled for 
execution, once it is enabled and another duration A.τ, which is the time taken by A 
to complete its action. In other words, an action A is guaranteed to complete its exe-
cution within a duration A.d + A.τ of it being enabled in the program. Thus in t-
UNITY, we impose additional real time constraints over the fair transition system of 
UNITY. The program actions in t-UNITY are written as guarded commands, pre-
ceded optionally by a label, followed by specification of A.d as in α : delay = τ : g 
→∆ s, where α is the statement label, τ is the maximum time interval within which the 
statement must be taken up for execution once it is enabled, ∆ is the time required by 
the statement to complete its action, g is the guard and s is the statement that is exe-
cuted after the guard g becomes true. The delay part is omitted if the statement is 
scheduled for execution as soon as it is enabled.  
    In t-UNITY, we define the same fundamental safety operator co as in UNITY. 
However, we generalize the definition of the liveness properties to incorporate our 
knowledge of real-time constraints on the system in the definition of those operators. 
In t-UNITY, the liveness operator transient[a,b] is defined in the following way: p 
transient[a,b] means that p becomes true at instant p.start = a and there is a statement in 
F.assign after whose execution, p doesn’t hold anymore, and this happens at some 
time within the interval [a,b]. Formally, 

p transient[a,b]  ≡ < p.start = a : ∃s : s ∈ F.assign : {p} s {¬p} ∧( a ≤ (¬p).start ≤ b) > 

    As in UNITY, the second progress property ensures can be defined in terms of co 
and transient. In t-UNITY, p ensures[a,b] q means that if p becomes true at some in-
stant p.start = a during execution, it will continue to hold as long as q doesn’t hold; 
and q is guaranteed to hold at some time within time interval[a,b]. Formally speaking, 

(p ∧ ¬q) co (p ∨ q),  (p ∧ ¬q) transient[a,b] 
p ensures[a,b] q 
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    In a similar fashion, p → [a,b] q denotes that if p becomes true at some instant p.start = a 
during execution, q will hold at time a or some later time ≤ b during program execution. 

Formally, is defined as the transitive, disjunctive closure of the ensures relation. 

                                                     p ensures[a,b] q   (basis) 
                  p → [a,b] q 
                                                     p → [a,b] q , q → [b,c] r   (transitivity) 
     p → [a,c] r 
                                                     <∀p : p ∈ S : p → [a,b] q>  (disjunction) 
              <∃p : p ∈ S : p > → [a,b] q 

where S is any set of predicates. 
In the above definitions and formulas , when the timing constraints are omitted, 

they have their usual non-real-time interpretations as in UNITY. Also, in many appli-
cations, real-time behavior depends on relative time constraints, rather than absolute 
time constraints. For such cases, we adopt another notation in which we use a sub-
script d to denote the interval a – b. In such cases, p transientd means that p becomes 
true at some instant and ¬p becomes true within a duration d of p becoming true. 
Also, p ensuresd q means that q is guaranteed to become true within a duration d of p 
becoming true and p continues to be true as long as q doesn’t hold. In a similar man-
ner, we define p d q. 
    We can also define the life predicate for duration d in the following way: life(p,=, 
d) is true if p becomes true at some instant and continues to be true for a duration d. 
Similarly, life(p, ≥, d) is true if p becomes true at some instant and continues to hold 
for a duration ≥ d, and life(p, ≤, d) is true if p holds at some instant and continues to 
hold for a duration ≤ d.  
    The following relationship holds for life of a predicate p. 

   life(p,R, [a,b]) ensures[c,d] q                 (l-basis) 
     p → [a,d] q 
                                life(p, R, [a,b]) →[c,d] q, life(q, R, [e,f]) → [g,h] r (l-transitivity) 
                 p →[a,h] r 
              <∀p : p ∈ S : life(p, R, [a,b]) → [c,d] q >          (l-disjunction) 
              <∃p : p ∈ S : life(p, R, [a,b])> →[c,d] q 

    For systems having relative time constraints, the corresponding relations are 

  life(p,R, d1) ensuresd2 q                (ld-basis) 
     p →d1+d2 q 
                                        life(p, R, a-b) →c-d q, life(q, R, e-f) →g-h r       (ld-transitivity) 
       p →[a-h] r 
    <∀p : p ∈ S : life(p, R, d1) →d2 q >             (ld-disjunction) 
    <∃p : p ∈ S : life(p, R, d1)> →d2 q 

3   Formal Specification of a Traffic Light Controller 

As an example of application of t-UNITY framework for modeling and specification 
of real-time safety critical systems, we consider the case of a traffic light controller 

�
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that control traffic through a highway cutting across a farm road. This example is 
adapted from [6]. There is a car sensor on the farm road, that sends a Boolean signal 
(frd) to the controller the moment it detects a car waiting on the farm road on either 
side of the highway. Once frd is true, the highway signal turns from green to yellow 
after 25.01 seconds (while the farm road signal stays red), and yellow is followed by 
red after 4.01 seconds. The transition action from one signal state to another in not 
instantaneous, and takes a finite time of 0.01 seconds. When the highway signal turns 
red, the farm road signal turns green simultaneously. The system continues in this 
state for 20 seconds. Then, the farm signal turns yellow while the highway signal 
stays red. After 4.01 seconds, the farm signal turns red and the highway signal turns 
green again. If another car appears on the farm road anytime during this cycle, it will 
not affect the state transitions described above in any way. 
    The states space of the system consists of the following four states: 

HGFR ≡ highway signal green and farm road signal red 
HYFR ≡ highway signal yellow and farm road signal red 
HRFG ≡ highway signal red and farm road signal green 
HRFY ≡ highway signal red and farm road signal yellow 

The safety properties of the system are the following: 

Initially HGFR ∧ ¬frd 
HGFR co HGFR ∨ HYFR 
HYFR co HYFR ∨ HRFG 
HRFG co HRFG ∨ HRFY 
HRFY co HRFY ∨ HGFR 

    The liveness properties are the following: 

life(HGFR ∧ frd, =, 25) ensures0.01 HYFR         (14) 
life(HYFR, =, 4) ensures0.01 HRFG          (15) 
life(HRFG, =, 20) ensures0.01 HRFY         (16) 
life(HRFY, =, 4) ensures0.01 HGFR∧ ¬frd         (17) 

    Using these properties, and proof logic of t-UNITY described above, we can easily 
prove assertions such as: 

HGFR ∧ frd ensures30 HRFG                        (18) 

HGFR ∧ ¬frd  HGFR                            (19) 

HRFG ensures25 HGFR                        (20) 

    If highway signal is green and farm road signal is red and frd becomes true, then 
highway signal will turn yellow and farm road signal will turn red after 25.01 seconds 
(Property (14)). If highway signal turns yellow and farm road signal is red, highway 
signal will turn red and farm road signal will turn red after 4.01 seconds (Property 
(15)). If highway signal turns red and farm road signal turns green, farm road signal 
will turn yellow after 20.01 seconds and highway signal will remain red(Property 
(16)). If highway signal is red and farm road signal is yellow, highway signal will 
turn green, farm road signal will turn red and frd will be reset to false after 4.01  
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seconds(property(17)). Property (18) states that if there is a car waiting on farm road, 
and highway signal is green, it will turn to red and farm road signal will turn green 
within 30 seconds. Property (19) ensures that when there is no car on the farm road, 
the highway signal always stays green and the farm road signal always stays red. 
Property (20) guarantees that the highway signal will never be red for more than 25 
seconds at a time. 

4   Conclusion 

Frameworks for specifying real-time systems are often considered to be incompatible 
with those that are found useful for behavioral specification of non-real-time systems. 
This makes it quite difficult to deal with both kinds of properties and separate their 
treatment into successive design steps. For this reason, there is a need for practical 
specification framework and language that has a well defined logical basis, and at the 
same time, has sufficient expressive power to model real-time reactive behavior. This 
is the motivation of our work. The main contribution of this paper is to propose a 
framework for requirements engineering and design of real-time systems based on the 
mathematical approach of the UNITY formalism. The proposed t-UNITY framework 
has sufficient expressive power to reason about both real-time and non-real-time 
properties of a system under a common logical framework.  
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Abstract. A set of alternatives along with their associated values is
available with individual parties who do not want to share it with others.
Algorithms to find the feasible set (i.e. common subset) X and the pareto-
optimal subset of X with minimum disclosure in presence or absence of
a third party are explored. These are useful in multiparty negotiations.

1 Introduction

Let there be m parties (decision making agent (DMA)). Each DMAi; i =
1, . . . ,m, has a decision set Xi ⊂ U, the universal set of alternatives (or
options or decision vectors). A value vector v(x) = (v1(x) . . . vm(x)) represents
the valuation of the alternative x by all DMAs. X = X1 ∩ X2 ∩ . . . ∩ Xm is the
feasible set . PO ⊂ X is the subset of all pareto-optimal (p.o.) alternatives.
vi(x) is known only to DMAi who does not want to share it with any other
DMA. Hence, v(x) is distributed among m DMAs. The motivation of the prob-
lem comes from that PO is the set of alternatives which the negotiators would
like to negotiate on. This allows the negotiators to avoid the alternatives for
which better alternatives will always exist in PO for all the DMAs.

The two steps involved in finding PO are: 1) Find X; 2) Find PO. The objec-
tive of the algorithms is that DMAs will learn only about X and PO, and MA
(mediator agent) should not learn anything about X, PO or v(x), x ∈ X.

2 Finding the Feasible Set (Finding the Intersection)

Three algorithms to compute X = X1 ∩ . . . ∩ Xm where Xi is available only with
DMAi; i = 1, . . . ,m, have been developed.

2.1 Double Encryption Based Algorithm: Two Parties (DMA1 and
DMA2). The algorithm [1] (similar to the algorithm in [2]) is based on com-
mutative encryption . The algorithm:
1. Each DMAi randomly chooses a secret key: ei ∈r Key F1.

� The work is partly funded by the AICTE project ISISAMB.
1 In all the algorithms “Each DMAi performs the task T” means that “Each DMAi

performs the task T in parallel with other DMAs”. If any task is to be performed in
sequence, it will be specifically mentioned in the text.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 144–149, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



Finding Pareto-Optimal Set of Distributed Vectors with Minimum Disclosure 145

2. DMA1 sends Y1 = fe1(X
1) to DMA2; and similarly does DMA2.

3. DMA1 sends fe1(Y2) to DMA2; and similarly does DMA2.
4. Each DMA finds the intersection X.

Double encryption based algorithm: Multiple parties. Here any one of the
DMAs takes up the central control and first finds individually the intersection of
the decision set of its own with those of others and then finds X by intersecting
these sets and finally sends X to all.

Disclosure. The central DMA learns the alternatives which are common with
each of the other DMAs and the other DMAs learn those which are common
with the central DMA. The latter however can be avoided if in Step 3, the central
DMA does not send the encrypted alternatives to other DMAs.

2.2 Randomization Based Algorithm. This algorithm is communication
intensive, but leads to reduced disclosure compared to Double encryption based
algorithm. Here, each DMA distributes its decision set Xi among other DMAs.
To increase ambiguity each DMA adds random noise at random positions.

Phase-I : Random noise is appended before the intersection is computed.

1. Each DMAi performs (k ← 0):
(a) Finds Xi

0 = Xi ∪Ri
0 s.t. Ri

0 ∩ Xi = φ, where Ri
0 is random noise.

(b) Splits Xi
0 into disjoint parts, s.t. Xi

0 =
m⋃

j=1;j �=i

si
j and |Xi

0| =
m∑

j=1;j �=i

|si
j |.

(c) Sends si
j to DMAj , j = 1, . . . ,m, and j 	= i. Finds Si

0 =
m⋃

j=1;j �=i

sj
i .

(d) while k < m does
i. Sets k ← k + 1.
ii. Finds Si

k = (Si−1
k−1 ∩Xi)∪Ri

k; Ri
k is random noise, s.t. Si−1

k−1 ∩Ri
k = φ

iii. if k 	= m then sends Si
k to DMAi+1 (DMAm sends to DMA1).

(e) Sends Si
m to central DMA (say DMA1).

2. DMA1 finds XR =
m⋃

i=1

Si
m.

Phase-II : The noise appended in the previous phase is removed.

1. Each DMAi (starting from the central DMA, i.e. DMA1) sequentially sends

Xi
R = Xi−1

R −
(⋃

k

Ri
k

)
to DMAi+1. For DMA1, Xi−1

R is XR.

2. The last DMA (DMAm here) sends Xi
R (= X) to all other DMAs.

2.3 Single Encryption Based Algorithm with Semi-honest Mediator.
Each DMA’s decision set is encrypted (using the same key which is generated
by the DMAs through consensus) and sent to MA who finds the intersection.
There is no disclosure as MA does not know the encryption function used.
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3 Finding the Pareto-Optimal Frontier, PO

Algorithm for finding the pareto-optimal set PO: 1) DMAs (with con-
sensus) choose a Comparison scheme C and a Preference hiding scheme P, and
2) DMAs together (in parallel) perform C adopting P. The final algorithm for
finding PO ⊆ X would therefore depend on both P and C. C would be selected
based on the number of comparisons required for a given X and on disclosure
requirements. P will depend on availability of MA.
Definitions. Let a and b belong to X. a dominates b (a � b) if vi(a) ≥ vi(b), for
all i = 1, . . . ,m, and ∃ j, 1 ≤ j ≤ m s. t. vj(a) > vj(b). a is dominated by b
(a ≺ b) if b � a. a is incomparable to b (a ∼ b) if neither a � b nor a ≺ b.

3.1 Comparison Schemes. In CS a comparisons are performed in sequence.
In CS b all pairs are compared simultaneously in parallel. Scheme CS c is a
compromise between the two.

CS a: One comparison at-a-time. A pair of alternatives is compared. Any
alternative which is found dominated is marked excluded and is not considered
for comparison in future. Let us put the alternatives of X in an ordered list L. We
scan L in sequence. Let the current alternative be denoted by c, comparison al-
ternative by p, the next unmarked alternative after c by c′ and that after p by p′.
For simplicity, the updation of c′ and p′ has not been shown explicitly,
i.e. whenever c is updated c′ will also be updated, and similarly for p
and p′. Three strategies of comparisons are proposed.

CS a - Strategy 1. This is a modification to the Approach 1 in [3] except that
here we mark p if it is dominated.

1. Set c← first alternative in L and p← second alternative in L.
2. Repeat until there is no unmarked alternative in L after c:

(a) Compare c and p:
i. c � p: Mark p excluded and set p← p′.
ii. c ∼ p: Set p← p′.
iii. c ≺ p: Set c← c′ and p← c′ (note, c′ is updated after updating c).

(b) If there is no unmarked alternative in L after p: Mark c p.o., set c ← c′

and p← c′.
3. Mark c p.o. The alternatives marked p.o. form PO.

CS a - Strategy 2. This is the Basic block-nested-loops algorithm [4] (Approach
2 in [3]). A growing window w of non-dominated alternatives is maintained. A
new alternative p in L is compared with the alternatives in w.

1. For each c ∈ L, compare c with the alternative d in w (one at-a-time).
(a) � d ∈ w s.t. d � c: c is appended to w.
(b) ∃ d ∈ w s.t. c � d: d is deleted from w.

2. The alternatives in w form PO.
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CS a - Strategy 3. Motivated by a variant (call it self organizing list variant)
of the Basic block nested loops algorithm this strategy adaptively prioritizes the
alternatives which dominate other alternatives.

1. Set c← first alternative in L and p← second alternative in L. Set flag ← 0.
2. Repeat until there is no unmarked alternative in L after c:

(a) If c ≺ p then mark c excluded, set c← p, flag ← 1 else mark p excluded.
(b) Set p← p′.
(c) If flag = 0 and there is no unmarked alternative in L after p then mark

c p.o., set c← c′ and p← c′ (note, c′ is updated before p is updated).
(d) If flag = 1:

i. If there is no unmarked alternative in L after p then mark c p.o., set
p← first unmarked alternative from start in L.

ii. If there is no unmarked alternative in L between p and c, (note p is
prior to c in L) then mark c p.o., set c← next unmarked alternative
from the start in L, p← c′ and flag ← 0.

3. Mark c p.o. The alternatives marked p.o. form PO.

Analysis of comparison strategies. It can be proved that the number of compar-
isons for Strategy 1 and Strategy 2 are same, but they are different from that for
Strategy 3. Earliest announcement of a p.o. alternative is possible in Strategy 3
where the first announcement occurs after |X| − 1 comparisons. In Strategy 2,
PO is known only at the end, while in Strategy 1 a p.o. is announced whenever
an alternative has been compared with all the unmarked ones.

CS b: All comparisons together. The comparisons are performed in parallel
and the results are announced simultaneously. The alternatives which are found
dominated in any pair are marked excluded. The unmarked alternatives form
PO. Here, each DMA needs to perform |X|C2 comparisons. Thus, computation
and communication costs are high compared to CS a which takes the advantage
of early comparisons. CS b however, takes only one communication cycle.

CS c: Comparisons in batch. A set (batch) of pairs are evaluated at-a-time.
The result for all the pairs in the batch is found and announced at one go. The
new pairs having any alternative found dominated are not considered.
Disclosure. If in any comparison, a � b (or vice versa), each DMA knows the
preference ordering on a and b for everybody else. Note, a and / or b may not
belong to PO. Similarly, when a ∼ b, DMAs can deduce that there is at least
one other DMA who has a preference ordering opposite to their own.

In CS a and CS c DMAs would not learn about the preference between mem-
bers of the pairs for which comparisons are not performed. In CS b all compar-
isons are performed together and would lead to relatively more disclosure.

3.2 Preference Hiding Schemes. These schemes comprise two processes:
Setup process and Comparison process. The schemes do not apply to the
two DMA case as, from the final result a DMA can deduce the preference of
the other. Four cases arises: 1) MA not available, 2) MA available and does not
know X, 3) MA available, knows X and alternative order is preserved and; 4)
MA available, knows X and alternative order does not matter.
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Encrypted output based mechanism (MA not available). The output of
each DMA is kept secret by performing multiple XORs. This is motivated from
mechanisms in [5, 6].
Setup process:

1. One of the DMAs generates m pairs of binary random vectors (all unique
and same size, sufficiently large) and sends one pair (ei

1, e
i
2) to each DMAi.

2. Each DMAi performs:
(a) Generates (m− 1) random binary vectors ri

1 . . . r
i
m−1.

(b) Finds ri = ei
1⊕ ri

1⊕ . . .⊕ ri
m−1 (⊕ is the bit wise XOR operator between

two binary vectors at a time).
(c) Sends randomly one vector pij ∈r {ri

1 . . . r
i
m−1, r

i} to DMAj (j = 1, . . . ,m;
j 	= i) retaining one with itself. No vector is sent to more than one DMA.

(d) Sends αi = ⊕jp
ji to all other DMAs.

(e) Finds h+ = ⊕iα
i = ⊕ie

i
1 (this intuitively represents a � b).

3. Repeats Step 2 (a) - 2 (d) for ei
2 giving h− (this implies b � a).

Comparison process: Let the two alternatives to be compared be a and b.
Each DMAi performs:

1. Finds ei: if vi(a) ≥ vi(b) then ei = ei
1 else ei = ei

2.
2. Performs Steps 2(a) - 2(d) of the Setup Process with new parameters.
3. If h = h+ then a � b else (if h = h− then b � a else a ∼ b), where h = ⊕iα

i.

Note that there is a non-zero chance of occurrence of h = h+ even if a � b is
not true. But, the probability of this can be brought arbitrarily close to zero by
using suitably long random pairs [7].
Disclosure: Since, each DMA receives a random vector it cannot make out the
preference structure of the other DMAs.

Straight comparison based mechanism (MA available, does not know
X). No extra mechanism is required to hide the information from MA. Thus,
Setup process is redundant here.
Comparison process: Let the two alternatives to be compared be a and b.

1. Each DMAi sends zi to MA: if vi(a) ≥ vi(b) then zi = 0 else zi = 1.
2. MA sends z′ to all DMAs: if z1 = . . . = zm then z′ = 1 else z′ = 0.
3. Each DMAi finds: if z′ = 0 then a ∼ b else (if zi = 0 then a � b else a ≺ b).

Disclosure: Knowing the dominance between the alternatives does not help MA
who does not have the identity of the alternatives.

Output randomization based mechanism (MA available, knows X and
alternative order to be preserved). If it is a priori known that the first
few alternatives dominate a large number of alternatives, retaining the order of
alternatives could be useful. This algorithm is motivated from [7]. A random list
R contains binary elements -1 and +1. For each comparison DMAs observe an
element in sequence from R and alter output coding accordingly.
Setup process: One of the DMAs (say DMA1) generates a random list R of
binary elements -1 and +1 of length |X|C2, and sends it to all DMAs.
Comparison process: Let a and b be compared in the kth comparison:
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1. Each DMAi sends zi to MA: if Rk is -1 then (if vi(a) ≥ vi(b) then zi ← 0
else zi ← 1) else (if vi(a) ≥ vi(b) then zi ← 1 else zi ← 0).

2. MA sends z′ to all DMAs: if z1 = . . . = zm then z′ = 1 else z′ = 0.
3. Each DMAi finds: if z′ = 0 then a ∼ b else

(if ((Rk = -1 &amp; zi = 0) OR (Rk = 1 &amp; zi = 1)) then a � b else
b � a).

Disclosure : Same as Straight comparison based scheme.

Permutation based mechanism (MA available, knows X and alterna-
tive order need not be preserved). The Comparison process is same as that
for Straight comparison based mechanism.
Setup process: DMAs permute randomly elements in X. Thus, when a partic-
ular comparison is made MA cannot ascertain the identity of the alternatives
being compared. The generation of new indices for all the alternatives by random
permutation can be undertaken by any DMA.
Disclosure : Same as Straight comparison based scheme.

4 Conclusions

Algorithms requiring minimum disclosure (in presence and absence of a medi-
ator) to compare two distributed vectors and to find the intersection of sets of
vectors and the p.o. subset of a set of vectors have been explored here. Detailed
analysis of computaion and communication costs as well as some proofs have
been ommitted due to shortage of space.
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Abstract. Devices which have limited computing resources but are ca-
pable of networking have become increasingly important constituents
of distributed environments. In order to maximize the advantages of
their networking capability, it is important to provide efficient methods
to access modify and share data. In this paper we position distributed
filesystems as a possible solution to this problem. We discuss the con-
straints imposed by such environments on traditional distributed filesys-
tem design parameters. We describe the design and implementation of a
distributed filesystem (lean-dfs) for such environments.

1 Introduction

Devices which have limited resources in terms of computational power, memory
etc. form vital components of ’intelligent’ environments. Such resource starved
machines are increasingly capable of networking. In order to maximize the ben-
efits of networking, it is necessary to provide efficient methods to access, modify,
and share data. A Personal Digital Assistant (PDA) cum cell phone needs to
store information it gathers, in a server. Current PDAs have applications that
”synchronise” files between the PDA versions and the server versions. A general
purpose distributed file system will be a better vehicle for providing support for
all these activities than piecemeal, machine and OS specific solutions for each
of the different usages. Embedded systems need to communicate with ”Master”
nodes to get commands and parameters that change its behaviour from time
to time. The use of configuration files to control the behaviour of processes is
a well understood and time tested technique So a distributed file system could
be the vehicle of communication in an embedded system network, rather than
specific protocols for specific needs. Distributed Filesystems (DFS) form an in-
tegral part of distributed environments and have been adapted for a variety of
research goals. General information on DFS can be found in [1, 2]. NFS [3, 4, 5] is
the most widely used distributed filesystem. There has been some work on DFS
for mobile clients, notably, CODA and Odyssey ([6, 7]). Recent work by Atkin
and Birman and by Muthitacharoen et. al, have focussed on a low bandwidth
environment ([8, 9]). Both works do not put constraints on resource availability
other than bandwidth. Software for PDAs devote attention to the building of
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file systems on flash memory with its specific characteristics and these have no
direct relationship with a distributed file system. The PalmOS, a popular PDA
OS, has facilities for file synchronisation and file copying as a result, but no
distributed file system interface is provided ([10]).

2 Constraints and Implications

Memory Constraint: Resource starved clients usually have very limited main
memory. This rules out implementation choices that involve high memory usage
such as a large main memory file cache or a highly sophisticated protocol the
implementation of which will involve a large code size.

Lack of Non-Volatile Storage: Since resource starved clients usually do not
have access to significant local non-volatile storage, distributed filesystem design
paradigms which implicitly convert a remote file into a local file, as in [8], are
not possible.

CPU and Power Issues: Unlike normal clients which are designed to multi-
plex a number of applications, resource starved clients are designed to execute
one or two applications at a time. As a result, no process can execute on behalf
of the distributed filesystem in the background. For example it is not possible to
execute a daemon which lazily updates a cache. Further, features such as call-
backs, delayed writing and read-ahead, relying on background processes cannot
be used.

Network Issues: Earlier work on mobile file systems have included a lack of
bandwidth as a constraint. Even though network bandwidth is limited, it is not a
constraint nowadays. So a tradeoff by using more network bandwidth to preserve
other resources is feasible. This translates into the reduction of caching resulting
in more network traffic.

Application Characteristics: Unlike normal clients, in a resource starved client,
files are not manipulated directly by users but indirectly by applications. Hence
the workload for distributed filesystems for resource starved clients is different
from conventional file workloads.

TCP Vs UDP: This is not a constraint but more of a implementation choice.
The recent trend among distributed filesystem implementations is to use TCP.
However since UDP is more lightweight than TCP, our implementation uses rpc
over UDP.

3 Lean-Dfs Filesystem

Typical Workloads In the case of resource starved clients, we have identified two
most common workloads: Workload I: This workload consists of very short reads
and writes with long periods of inactivity between successive operations. Typical
examples include reading configuration and startup files from the remote server
and writing to remote files to indicate some change in the client’s environment.
The long interval between operations occurs because changes in the environment
happens only occasionally. In order to be useful it is necessary to provide rapid
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response time to such reads and writes. Workload II: This is the large file work-
load which usually consists of large files which are read or written sequentially
in fairly large chunks. A typical example of this workload is the processing of
multimedia files.

3.1 Optimisations

In the following paragraphs we outline a few optimizations for workload I to pro-
vide a rapid response time.Conventional features ofNFSare sufficient forworkload
II since such a workload cannot benefit from caching due to sequential flooding.

Mounting: Since resource starved clients often suffer long periods of inactivity
between periods of activity, it is necessary to allow a rapid ’mount-operate-
umount’ paradigm. The client sends an rpc request called MOUNT to the server.
In response the server returns the root filehandle and server side parameters such
as maximum allowed file name etc. No security checking is done at this point
and hence any client can execute the mount request. In order to reduce the time
taken by the server to browse the server exports, we insist that the server export
a single, unified filesystem tree. As a result of these changes we were able to
achieve rapid mount times of around 100 ms with a server under moderate load.

Truncate-on-Write and Consistency Issues: When a write is intended to over-
write a file completely and the length of the new write is shorter than the original
file size, a write request carries an extra variable called truncate which as sug-
gested by its name, truncates the file before writing. The consistency provided
by this scheme is extremely weak but quite sufficient for workload I.

Limited Batching with Compound Requests: Since the constraints of resource
starved clients force the distributed filesystem to be an ’on-demand’ system,
we can ensure a rapid response time by batching requests which are related
into a single request. This is similar to the batching in nfs version 4 ([5]) and
the ’andx’ feature in cifs ([11]). However since we use udp rather than tcp,
arbitrary batching of requests cannot be accommodated in a single datagram.
Hence we have created new requests which are compounded versions of selected
requests. The advantages of these compounded requests and the subtle changes
in semantics they introduce, are discussed below.

Lookup Path: Experiments show that the LOOKUP request is the most ex-
ecuted of all requests. The LOOKUP request implicitly shifts the burden of
pathname traversal logic to the client and consequently generates a lot of extra
traffic. While this approach is reasonable for normal clients, it is unacceptable
for resource starved clients. For this purpose our implementation introduces a
new request called LOOKUP-PATH. The pathname is included in the request
and the file handle corresponding to the file is returned. Restrictions that are im-
posed include use of only absolute path names and conforming to the separator
syntax of the server (obtained during a mount).

Lookup-Read and Lookup-Write: Lookup-Read combines the lookup-path re-
quest with the read request so that read operations typical of workload I can be
satisfied with one or two network transmissions. Lookup-write is also similar and
the truncate-on-write which is used by normal write requests is also allowed.



Lean-DFS: A Distributed Filesystem for Resource Starved Clients 153

Lookup-Readdir and the Readdir Cache: The LOOKUP-READDIR request is
very similar to the lookup-read request but is used for reading directory entries.
This is particularly efficient for small directories. The most frequent directory
operation is the readdir operation. Since most filesystem semantics do not pro-
vide any guarantee about the order in which the different files occur within a
single directory, applications that do readdir based operations typically read all
the entries of the directory sequentially. In order to optimize for such workloads
while satisfying the constraints imposed by resource starved clients, whenever
an application reads a directory entry, we do a read-ahead using two or three
READDIR requests and cache the two or three UDP datagram worth of di-
rectory entries (usually around 50 directory entries) in a time-to-live (TTL)
based cache. Since a resource starved client typically supports only one or two
processes, there is very little chance for heavy cache contention. Also the size
needed is very small (around 25 KB). Further, since the cache is TTL based,
no background work is needed for cache management. Thus all the constraints
of resource starved clients are satisfied while providing good performance for
subsequent readdir requests. A similar cache implementation for files will not
be efficient since the nature of file workloads is fundamentally different from
directory workloads.

Security: In this paper we ignore sophisticated security requirements. Such an
assumption is not unreasonable since resource starved clients are not expected
to handle sensitive data.

3.2 The Remote Procedure Calls

Based on the discussion above, the following RPC calls comprise the interface of
the distributed file system. Details of the data structures are omitted. They are
similar to what is used in NFS. It may noted that a client need not implement all
the calls if space constraints are severe, as the compound calls lookup * subsume
the functionalities of the simple calls. Implementing all the calls are however
desirable. It is also to be noted that the create and delete calls apply to both
files and directories (unlike NFS), with a parameter specifying which.

Mount, lookup, lookup path, readdir, lookup readdir, read, lookup read, write,
lookup write, create, setattr, delete.

4 Implementation and Results

The above design was implemented under Linux with the server implemented
as a user level process. For the client, part of the implementation was in the
kernel (as a Linux kernel module) and part in user space. Essentially, the kernel
module was used to intercept file system calls and to divert them to the user
process which implemented the remote file access using a standard RPC library.
Since most of the implementation was in user space, no Linux-specific kernel
features were used. The client code size is about 120 KB with 30KB compris-
ing the kernel module and 90KB the user space code. The maximum variable
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memory usage per request is restricted to twice the maximum size of an UDP
packet, that is, 16KB. So a total of 136KB on an Intel system is required to
implement the client. Lean-dfs has been tested with file accesses of different
sizes and using both reads and writes. The results show that the file system
performs adequately under different loads. As the table below shows, perfor-
mance is quite good. The tests were run with 1 Ghz CPU PCs as a client and
a server, with Redhat Linux 8.0. Read performance is better or comparable to
the performance of a local file system. Sequential writes performance is worse
than the local case because there is no delayed write and so write-through is
implemented. The ”Updatedb” benchmark builds a database from a file. It is
an I/O intensive benchmark with both reads and writes. Again because there
is no advantage of caching, the performance of lean-dfs is quite good. Finally
the program ”fstree” copies an entire file system. Given that there is read and
write involved with no advantage for caching, the results are consistent with the
earlier results. The poor results for a large filesystem, though not important for
the environments we envisage, could not be explained adequately. It is to be
noted that while there is no caching at the client, caching with read-ahead and
write-behind is implemented at the server side. So the advantage of server side
caching is available to lean-dfs. This reinforces the case that absence of caching
and asynchronous operations at the client side is not a big disadvantage for
sequential accesses.

Table 1. Experimental Results

Sequential Read with 1KB per Read
Read Size amp; Local Filesystem (in ms) amp; Lean-dfs (in ms)
1 KB amp; 0.194 amp; 6.211
512 KB amp; 514.88 amp; 510.14
1 MB amp; 1033.46 amp; 1018.53
Sequential Write with 1KB per write
Write Size amp; Local Filesystem (in ms) amp; Lean-dfs (in ms)
1 KB amp; 0.16 amp; 0.61
512 KB amp; 69.48 amp; 651.12
1 MB amp; 139.42 amp; 874.11
Updatedb Performance
No. of Objects amp; Local Filesystem (in ms) amp; Lean-dfs (in ms)
100 amp; 5.0 amp; 11.0
2000 amp; 17.0 amp; 43.0
33000 amp; 39.0 amp; 94.0
Fstree Performance
Filesystem Size amp; Local Filesystem (in ms) amp; Lean-dfs (in ms)
90 MB amp; 19,323 amp; 36,847
200 MB amp; 78,263 amp; 114,361
900 MB amp; 100,595 amp; 1944,310
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5 Conclusions and Future Work

This paper has described the design and implementation of a simple distributed
file system, lean-dfs, for an environment where the clients are resource starved.
A distributed file system is seen as an useful abstraction for implementing a
wide variety of communication needs of such environments. The design has em-
phasised on low memory usage and the lack of adequate power at the clients.
The implementation has demonstrated the feasibility of such a system meeting
the goals. A number of extensions and future work can build on this prototype.
Surrogate Servers : By using surrogate servers for a group of resource starved
clients, a number of potential benefits could be realized. The clients can com-
municate with the surrogate server using the protocol explained above while the
surrogate server can communicate with the remote server using a much more
sophisticated protocol. Heterogeneous Set of Clients : We have assumed all
clients to be resource starved. A more realistic environment would involve both
resource starved and resource rich clients interoperating together. Further they
could be spread over different locations involving different network conditions
and security requirements.
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Abstract. Medium Access Control protocols proposed in the context of ad hoc 
networks primarily aim to control the medium access among contending nodes 
using some contention resolution schemes. However, these protocols do not 
necessarily guarantee a fair allocation of wireless medium among contending 
flows. Our objective in this paper is to adaptively adjust the flow-rates of con-
tending flows, so that each gets fair access to the medium. This adaptive ad-
justment will also ensure high packet delivery ratio and optimal utilization of 
wireless medium. We use a deterministic approach to adaptively improve the 
performance of the suffered flows in the network through mutual negotiation 
between contending flows. In this paper we have also suggested the use of di-
rectional antenna to further reduce the contention between the flows in the 
wireless medium. The proposed scheme is evaluated on QualNet network simu-
lator to demonstrate that our scheme guarantees fairness to all contending 
flows. 

1   Introduction 

Fairness is one of the most important properties of a computer network: when net-
work resources are unable to satisfy demand, they should be divided fairly between 
the clients of the network [1].  In ad hoc network environment, the wireless medium 
is a shared resource. Thus, the applications of ad hoc wireless networks raise the need 
to address a critical challenge: How to manage this shared resource in an efficient 
manner among the contending flows in the network, so that each flow gets fair chance 
to access the medium? MAC protocols proposed in the context of ad hoc networks 
aim to control the medium access among contending nodes using some contention 
resolution schemes [2]. However, these protocols do not necessarily guarantee a fair 
allocation of wireless medium among contending flows [3]. 

d
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Fig. 1. Flow (S1-D1) is disturbing Flow (S2-D2) because of route coupling. Dotted Lines show 
omni-directional connectivity among nodes 

For example, in Figure 1, both N3 and D2 are aware of the communication be-
tween N1-D1 through exchange of RTS/CTS between N1 and D1. But, node N2, being 
unaware of this communication, sends an RTS packet for N3 to reserve the channel. 
N3 cannot send a CTS packet in reply to that RTS, as it has heard of the communica-
tion N1-D1. So, N2 backs off with increasing back-off time as a result of unsuccessful 
attempt to communicate with N3. The data transmission between N1 and D1 may be 
over during this time. Since N2 has chosen a larger back off, so, N1-D1 communication 
has higher chance to reserve the channel again than N2-N3 communication. Moreover, 
the source node S2 of flow S2-N2-N3-D2, being unaware of the contention at the inter-
mediate node N3 on the flow, will continue injecting packets at a predefined rate. This 
will lead to an unnecessary packet drop at node N2, who is getting less chance to for-
ward packets. As a result of that, the packet delivery ratio of that flow will suffer a 
lot. Our goal is to resolve the unfairness between contending flows rather than con-
tending nodes, which is radically different from other existing approaches.  In the 
situation shown in figure 1, if the flow-rate of S1-N1-D1 can be optimally reduced, 
then the flow S2-N2-N3-D2 will get more chances to access the medium they share, 
which eventually reduces the congestion and improves the packet delivery ratio of 
both the flows. This, in turn, will also improve the overall network throughput. 

We use a deterministic approach rather than a probabilistic approach to adaptively 
improve the performance of the suffered flows in the network through mutual nego-
tiation between contending flows. Each node continuously monitors the packet arrival 
rate of other flows in its vicinity. As soon as a node belonging to, say flow 1, senses 
that another flow, say flow 2, in its vicinity has a lower flow-rate than its own flow-
rate, indicating that flow 2 is not getting fair access, then flow 1 will decide to reduce 
its flow rate adaptively so that flow 2 can get chance to access the medium and uni-
form performance can be achieved by each flow. The scheme is based on mutual 
cooperation between contending flows.  In other words, our objective is to adaptively 
adjust the flow-rates of contending flows, so that each gets fair access to the medium. 
This adaptive adjustment will also ensure optimal utilization of wireless medium. 

For example, let us assume that flow 1 is operating at a flow-rate p and flow 
2 at flow-rate q where p>q. Flow 1 detects flow-rate of flow 2 and decides to reduce 
its flow-rate p to accommodate higher flow-rate of flow 2. Flow 2 in turn detects the 
flow-rate of flow 1 and decides to increase its flow-rate in anticipation that Flow 1 
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will reduce its flow-rate to accommodate higher flow-rate of flow 2. This control-
action will continue till flow-rate of flow 1 becomes less than that of flow 2(p<q). 
Then, the same process is repeated with reversed control-action i.e. flow 1 will now 
increase its flow-rate and flow 2 will reduce its flow-rate. Eventually both of them 
will settle down to a common flow-rate. Figure 2 shows the flow control decision of 
Flow 1. This simulation is done in QualNet network simulator, as will be detailed in 
section 5. 

Fig. 2. Flow Control by Flow1 on detection of Flow 2 in the vicinity 

2   Related Work 

A number of fair-scheduling algorithms have been proposed to address the fairness 
issues in wireless network. An online scheduling policy for providing fair allocation 
of bandwidth is described in [10]. The policy can detect whether the traffic demand of 
a flow is consistently less than its fair share, and in such cases distribute the excess 
bandwidth among other flows. A centralized packet-scheduling algorithm that 
achieves optimal channel utilization and fairness for each flow is designed in [11]. It 
uses some kind of predictions about maximum achievable channel utilization, which 
provide essential guidelines during the design of new fairness-aware scheduling pro-
tocols. Much research has been performed on “fair queuing” algorithms for achieving 
a fair allocation of bandwidth on a shared link. By design, these fair queuing algo-
rithms are centralized, since they are executed on a single node which has access to 
all information about the flows. It has been observed that fairness achieved by these 
algorithms may suffer in presence of location-dependent errors [14]. Many ap-
proaches for improving fairness in presence of location-dependent errors have been 
developed [15, 16]. These approaches are centralized and require the base station to 
coordinate access to the wireless channel to “compensate” hosts whose packets are 
corrupted due to the presence of location-dependent errors.  

In [17], a Distributed Fair Scheduling (DFS) approach is proposed for wireless 
LAN, by modifying the Distributed Coordination Function (DCF) in IEEE 802.11 
standard. This protocol allocates bandwidth in proportion to the weights of the flows 
sharing the channel. In [18], a general mechanism is presented for translating a given 
fairness model into a corresponding contention resolution algorithm. Using this, a 
back-off algorithm is derived for achieving proportional fairness in shared wireless 
channel.
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Our proposal of adaptive flow rate control through cooperative negotiation among 
contending flows in the context of fairness is radically different from the earlier pro-
posals in the sense that, it deals with the two major issues discussed above: i) Flow-
wise fairness and ii) Unproductive congestion due to packet-drop. The key features of 
our proposed scheme are:  

• it is deterministic, not probabilistic;  
The degradation of performance of each flow found in the vicinity of a flow is 
detected and measured.  
Depending on the measured value of degradation, proper rate control decision 
is taken by the source node of privileged flows so that the suffered flow may 
get more access to the medium through reduction in flow rate of privileged 
flow.  
The situation is getting monitored continuously, the information about any deg-
radation in performance of a flow as perceived by each of the other contending 
flows in its vicinity is propagated back to their respective sources and the flow-
rates are regulated accordingly. So, whenever a privileged flow will sense that a 
flow, which was suffering earlier, has improved substantially then it will auto-
matically increase its flow rate so that all the flows can be operated uniformly 
with full utilization of the medium.

• Continuous mutual negotiation and collaboration between flows helps to achieve 
fairness in the truest sense of the term.  

• Since the contention-information is back-propagated at the source node who will 
regulate the flow, the packet delivery ratio of the entire flow improves substan-
tially, resulting in less congestion in the medium due to packets that are going to be 
lost anyway.  

• Use of directional antenna will improve the individual throughput and fair medium 
access further, when the traffic density is high. 

3   Implementation of Flow Control Scheme 

In order to illustrate our scheme, let us refer back to the example shown in figure 1. 
There are basically three parts in this scheme: i) Contention detection and measure-
ment at each node of a flow, ii) Back propagation of the knowledge of contention to 
source node, and iii) Adaptive regulation of flow rate at source using the knowledge 
of contention. Part i) and ii) i.e., contention detection, measurement and back propa-
gation of the knowledge of contention to source node are implemented with the help 
of traditional RTS and CTS exchange scheme, with a minor change in the format of 
existing RTS, CTS packets. From the RTS transmitted by N1 and CTS transmitted by 
D1, both N3 and D2 detect the presence of flow S1-D1 in their neighborhood. This re-
mains unknown to the source S2, which is far away from the flow S1-D1. So, with the 
help of CTS packet, D2 transmits the knowledge to N3. When N3 has to send a CTS 
packet to N2, it combines its own detection of contention with the received knowledge 
from D2 and considers the maximum contention in the flow and transmits it with the 
CTS packet. N2 lastly sends this information back to S2 through a CTS packet. The 
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source node, S2, then considers the contention in the medium of the flow and adap-
tively takes a decision of adjusting its packet injection rate. Hence, with no extra 
packet, the information of contention in the medium as perceived by a flow is trans-
mitted to the source node, which adaptively controls the packet injection rate.

To implement the above scheme, we assumed that each flow in the network is 
identified by a unique communication-id and we have introduced a special type of 
RTS and CTS packets. An extra field is attached to the original format of RTS packet, 
which denotes the communication-id of the flow for which the current RTS is being 
sent. Similarly, CTS packet has got two extra fields now. The first field is exactly 
similar to the extra-field of RTS packet, and is required to convey the communica-
tion-id of the flow for which the current CTS is being sent. The second field contains 
the packet-arrival-interval of the most suffered flow among the flows contending for 
the medium in the neighborhood of the flow for which current CTS is being sent. So, 
in presence of more than one contending flow in the neighborhood of a flow, back-
propagation of the maximum packet arrival interval of the flows is done. This indi-
cates that the privileged flow can adaptively adjust itself repeatedly, so that the suf-
fered flows can get maximum chance to the medium and their packet arrival interval 
at the region of contention is improved. A control theoretic approach is adopted in 
this context to adjust the flow-rate at the source node according to the feedback of 
contention acquired from the affected nodes on a flow. The adaptive flow-rate control 
scheme, suggested in this paper, is based on conventional Proportional-Integral-
Derivative (PID) Control mechanism. The control mechanism will be explained 
elaborately in the subsequent section. 

3.1   Use of Directional Antenna 

So far, we have considered omni-directional neighbors using omni-directional an-
tenna. But, to modify the scheme using directional antenna, we have to consider a 
directional MAC and its directional neighbors. We have used a receiver-oriented 
rotational-sector based directional MAC protocol [19, 20], and a network-aware, 
directional routing protocol [8] to implement the proposed scheme. Here, each node 
is aware of its directional neighbors and this information is recorded in its Angle-
Signal Table (AST). RTS and CTS packets are omni-directional, whereas data and 
acknowledgement packets are directional. Use of directional antenna in the context of 
ad hoc wireless networks can largely reduce radio interference, thereby improving the 
utilization of wireless medium [8,19,20]. This property of directional antenna is util-
ized to improve the efficiency of our protocol. This is shown in Figure 3, where S1-D1

and S2-D2 flows of figure 1, can co-exist without disturbing each other, using direc-
tional antenna, which would not have been possible using omni-directional antenna 
(Figure 1). So, with directional antenna, it is not necessary to control the packet injec-
tion rate of S2-D2 even in presence of S1-D1. Using directional antenna, the detection 
of contention in medium is also directional in the sense, that even if there are multiple 
contending flows in the vicinity, only the contention from communication in the 
direction of flow is considered. MAC detects the directional contention in medium 
consulting its AST. Since directional antenna improves SDMA (Space Division Mul-
tiple Access) efficiency, it enhances the packet injection rate of suffered flow with 
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minimally disturbing other flows in the medium and hence leads to increased 
throughput of all the flows in the network. At the same time, chance of multiple flows 
getting coupled is reduced, leading to improved network performance. 

Fig. 3. Using directional antenna flow S2-D2 can coexist with flow S1-D1

3.2   Contention Detection and Measurement of Flow-Rates by Other Flows 

When a flow is initiated, packets are sent through multiple hops to the destination and 
at MAC layer, the packet delivery at each intermediate node is ensured by 
RTS/CTS/DATA/ACK exchange. These RTS and CTS packets are utilized to detect 
and back-propagate the flow-related information on which packet injection rate con-
trol decision is taken at source nodes. In the context of directional transmission, two 
flows will interfere with each other, only if the direction of flows overlaps. In figure 
3, although N1 and N3 are within the omni-directional transmission range of each 
other, the flow from N1 to D1 will not interfere with the flow from N3 to D2 during 
directional data communication. In order to detect the contention faced by a flow 
using directional antenna, it is imperative that each node in that flow should sense 
whether its directional transmission zone in the direction of flow contains any node 
handling any other flow. If it does, it implies that a contention is expected to occur at 
that node during directional data communication. So it is necessary to control the 
flow-rate of the flow that has detected the contention to protect the flow rate of the 
other contending flow.  

Fig. 4. Basic Feedback Controller 

3.3   Flow-Control Mechanism 

A feedback controller is designed to generate an output u that causes some corrective 
effort to be applied to a process so as to drive a measurable process variable Y to-
wards a desired value R known as the set-point (Figure 4). The controller uses an 
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D1
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N1

N2

N3
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actuator to affect the process and a sensor to measure the results. Virtually all feed-
back controllers determine their output by observing the error e between the set-point 
(R) and a measurement of the process variable (Y). Errors occur when a disturbance 
or a load on the process changes the process variable. The controller's mission is to 
eliminate the error automatically [21]. Earlier feedback control devices implicitly or 
explicitly used the idea of proportional, integral and derivative (PID) actions in their 
control structure. The general form of the PID control algorithm is: 

The variable (e) represents the tracking error, the difference between the desired 
input value (R) and the actual output (Y). This error signal (e) will be sent to the PID 
controller, and the controller computes both the derivative and the integral of this 
error signal. The signal (u) just past the controller is now equal to the proportional 
gain (Kp) times the magnitude of the error plus the integral gain (Ki) times the integral 
of the error plus the derivative gain (Kd) times the derivative of the error. Proportional 
gain (Kp) will have the effect of reducing the rise time and will reduce, but never 
eliminate, the steady-state error. An integral gain (Ki) will have the effect of eliminat-
ing the steady-state error, but it may make the transient response worse. A derivative 
gain (Kd) will have the effect of increasing the stability of the system, reducing the 
overshoot, and improving the transient response. The above equation is a continuous 
representation of the controller and it must be converted to a discrete representation. 
There are several methods for doing this, the simplest being to use first-order finite 
differences. So the discrete representation of the equation is: 

( ) ( ) ( ) ( ) ( )[ ]
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Thus it will be necessary to find the current error, the sum of the errors, and the 
recent change in error in order to calculate desired output. 

In order to provide fairness to all the contending flows in the network, each flow, 
on detecting contention in the medium, is adaptively changing its flow-rate u at its 
source using PID control strategy. According to our control strategy, a flow will de-
tect error in other flows in terms of reduction in flow-rate and accordingly adjust its 
own flow-rate to allow an improved flow-rate for the deprived flows. This kind of 
requirement is absent in conventional PID control and, therefore, our approach is a 
derivative of conventional PID control, which we will illustrate subsequently. In 
subsequent discussion, we have considered Packet Injection Interval (PII) at source 
node as a measure to controlling flow-rate. The Packet Injection Rate (PIR) of flow 
(in packets/sec) at a source node is computed at: PIR = 1/ PII. In order to take any 
control decision, first we have to compute the error term in PID controller.   

Error e at any flow Fi at its source node S = (PII Fi - PAI(S)Fi),

where PII Fi is the Packet Injection Interval of the flow Fi and PAI(S)Fi  is the maxi-
mum packet-arrival-interval of other contending flows in the neighborhood of Fi ,
detected by nodes in Fi and propagated  back to the source node S of Fi.
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Once the error e(n) and the time interval between two successive error t is calcu-
lated, the PII of Fi (S) is calculated as 

( ) ( ) ( ) ( ) ( ) ( )[ ]
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The value of kp, ki and kd needs to be tuned for optimal performance. The per-
formance of the controller is shown in the next section. The value of kp, ki, kd and w 
has been chosen to 0.2, 0.08, 0.08 and 5 respectively in the simulation. 

4   Performance Evaluation 

We have evaluated the performance of our proposed scheme on QualNet simulator 
[9]. We have considered IEEE 802.11 based directional MAC [19] and implemented 
the proposed protocol with directional antenna only. We have simulated ESPAR 
antenna [20] in the form of a quasi-switched beam antenna, which is steered dis-
cretely at an angle of 30 degree, covering a span of 360 degree. We have done the 
necessary changes in QualNet simulator to implement the proposed protocol. The set 
of parameters used is listed in Table I.  

Table I. Parameters used in Simulation 

Parameters Value 
Transmission Power 15 dBm 
Receiving Threshold -81.0 dBm 
Sensing Threshold -91.0 dBm 
Data Rate 2Mbps 
Packet Size 512 bytes 
Simulation Time 5 minutes 

4.1   Performance in Static Scenario 

We have used static routes in order to avoid the effects of routing protocols to clearly 
illustrate the gain obtained in our proposed protocol. When two flows are coupled 
with each other and contend to access the shared medium, unfair medium access may 
result in variable performance of the coupled flows. In this situation, our proposed 
protocol of packet injection rate control is required for fair medium access. So, in all 
the static topology, instead of random selection of source destination pair, we have 
chosen the source destination pairs in such a way, that they are coupled with each 
other to artificially create a situation so that we can demonstrate the effect of Packet 
Injection Interval Control. We have evaluated the performance in string topology and 
under three settings of grid topology. We have compared our proposed protocol, 
captioned as “Fair Media Access” with the scheme, where no fairness scheme is ap-
plied, captioned as “Unfair Media Access”. 
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4.1.1   String Topology 
Our initial string topology, with “Flow1” and “Flow2” using directional antenna is 
shown in Figure 5(a). Without any fairness mechanism, the throughput (Figure 5(b)) 
of Flow1 is even less than one-third of the throughput of Flow2. This is the effect of 
unfair medium access. With the introduction of fair medium access, the throughput of 
the two flows nearly becomes equal and the throughput of each flow is even more than 
that of Flow2 without any fairness scheme. So, the average throughput doubles in our 
proposed protocol than it was without any fairness scheme. Without any fairness 
scheme, Flow2 gets most chance to the medium and Flow1 suffers. Also, the conten-
tion of the two flows is not in a single node, rather all the links of the two flows are 
tightly coupled with each other. Due to this strong coupling, even the best-performed 
flow has lesser throughput without any fairness scheme than that of each flow after 
introduction of packet injection rate control. 

4.1.2   Grid Topology 
We have evaluated the packet injection rate control algorithm for fair media access in 
the following grid topology setting: six flows crossing each other along three horizon-
tal rows and three vertical columns of a grid as shown in Figure 6(a). The transmission 
zone of each flow is similar to that shown with fig. 5(a). All the flows selected are 4 
hop. Flows are captioned as “Flow1” to “Flow6”. Our proposed fairness scheme 
yields improved uniform throughput, as evident from Figure 6(b). 

4.2   Performance Under Mobility 

We have evaluated the proposed protocol under average mobility of 0-10mps with 6 
flows in 100 nodes in a bounded region of 1500×1500 sq. m. area. Mobility of nodes 
indulges each flow to operate at various scenarios at different point of time. The sce-
narios may be 1) operating alone, when there is no requirement of fair media access, 
2) operating just beside another flow and contend with that flow to get access to the 
shared media, where flow-rate controlling is necessary, and 3) operating just beside 
multiple flows and contend with those flows to get access to the shared media, where 
drastic flow-rate controlling is done to give fairness to each contending flow. In each 
scenario, the throughput of any flow is widely different from other scenarios. Fair 
media access is ensured only between the contending flows during the contention. So, 
we do not show throughput of the flows under mobility. Packet delivery ratio and 
average end-to-end delay of the 6 flows is shown in Figure 7(a) and 7(b) respectively. 
With the implementation of our proposed protocol, packet delivery ratio of each flow 
increases two to three times more than its value without any fairness scheme. As 
shown, end-to-end delay of each flow with flow control is nearly one-third to one-fifth 
than that without flow control. Also, the variation of end-to-end delay among the con-
tending flows is diminished after the implementation of flow-rate control scheme. All 
these indicate that the flow-rate control scheme gives a fair access of the shared me-
dium to all the contending flows. 
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Fig. 5(a). String Topology              Fig. 5(b). Comparison of Throughput 

Fig. 6(a). Grid Topology   Fig. 6(b). Comparison of Throughput 

Fig. 7(a). Comparison of Packet Delivery     Fig. 7(b). Comparison of End-to-End  Ratio 
under mobility                                Delay under mobility 

5   Conclusion

In this paper, we adaptively adjust the flow-rates of the contending flows, so that each 
flow gets fair access to the medium. Flow rates are adjusted in anticipation that other 
contending flows will also adjust their flow-rates accordingly. Thus, continuous mu-
tual negotiation and collaboration between flows helps to achieve fairness in the truest 
sense of the term. We have tuned the Kp, Ki and Kd values in different scenarios, and  
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the values have great impact on improving the fairness scheme. Currently, we are 
trying to adjust the Kp, Ki and Kd values dynamically according to the application 
scenarios. 
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Abstract. In this paper, we investigate performance of the Hierarchical
Mobile IPv6 (HMIPv6) and compare it with that of the Mobile IPv6
(MIPv6). It is well known that HMIPv6 can reduce considerable number
of signaling messages to handle Mobile IP registration locally [1]. For
the more detailed performance analysis, we propose an analytic mobility
model based on the random walk to take into account various mobility
conditions. Based on this analytic model, we studied the impact of subnet
residence time, packet arrival rate, and various mobility conditions on
total signaling cost. The simulation results shows that HMIPv6 can has
superior performance to MIPv6 when the packet arrival rate is low and
the mobile node’s mobility is high.

1 Introduction

Mobility support in IP network has been an area of active research and devel-
opment. In IP networks, routing is based on stationary IP addresses. Thus, the
generic problem with IP mobility is that when an IP node roams away from its
home network and is no longer reachable using normal IP routing. This causes
the active sessions of the device to be terminated. Mobile IPv6 (MIPv6) al-
lows an IPv6 node to be mobile to arbitrarily change its location on the IPv6
Internet and still maintain existing connections [2, 3]. However, MIPv6 results
in a high signaling cost to update the location of an Mobile Node (MN) if it
moves frequently[3]. Thus, the Hierarchical Mobile IPv6 (HMIPv6) is proposed
by IETF to reduce signaling cost [1, 4]. It uses a new MIPv6 node called the
Mobility Anchor Point (MAP) to handle Mobile IP registration locally. It is well
known that performance of HMIPv6 is better than that of MIPv6 [1, 4]. Some
works have already investigated performance evaluation of Mobile IP in terms
of bandwidth, signaling load, CPU processing overhead, and so on [5, 6]. How-
ever, previous works do not reflect the properties of MN’s mobility pattern. For
example, when an MN moves quickly back and forth between MAP domains
(i.e. ping-pong effect), this would generate a several number of Binding Update
(BU) messages in HMIPv6. Also, let us consider the case where the internal
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Correspondent Node (CN) that is inside of an MN’s visiting MAP domain in
HMIPv6. In this case, an MN sends a BU to the internal CN using the MN’s
on-link Care-of Address (LCoA) whenever it moves within a MAP domain. After
the MN leaves the MAP domain, the internal CN is outside of an MN’s visiting
MAP domain (i.e., external CN). Thus, the MN sends a BU to the external CN
whenever it moves to a new MAP domain using the Regional Care-of Address
(RCoA). For the more detailed performance analysis, as mentioned above, an
analytic model of Mobile IP must take into account various mobility conditions.
In this paper, thus, we propose an analytic mobility model based on the random
walk to take into account various mobility conditions for performance analysis
of MIPv6 and HMIPv6.

The rest of the paper is organized as follows. Section 2 introduces an analytic
mobility model for performance evaluation and Section 3 formulates location up-
date cost and packet delivery cost using the analytic model. Section 4 shows the
numerical results based on the analytic model. Finally, conclusions are presented
in Section 5.

2 Analytic Mobility Model

Inspired by the initial idea in [7], we describe a two-dimensional random walk
model for mesh planes. Our model is similar to [7, 8] and considers a regular
MAP domain/subnet overlay structure. In this model, the subnets are grouped
into several n-layer MAP domains. Every MAP domain covers N = 4n2−4n+1
subnets. As shown in Fig. 1 (where n = 4), the subnet at the center of a MAP
domain is called layer 0. An n-layer MAP domain consists of a subnet from
layer 0 to layer n − 1. Based on this domiain/subnet structure, we derive the
number of subnet crossings before an MN crosses a MAP domain boundary.
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Fig. 1. Type Assignments of the mesh 4-layer MAP domain
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According to the equal moving probability assumption (i.e., with probability
1/n), we classify the subnets in a MAP domain into several subnet types based
on the type classification algorithm in [8]. A subnet type is of the form < x, y >,
where x indicates that the subnet is in layer x and y represents the y+ 1st type
in layer x.

0,0 1,1

1,0 2,1

2,2

3,1

3,3

3,2

3,4

4,1

4,0

4,3

4,2

4,4

4,5

1/2 1/2

1/4 1/4

1/4 1/4

1/4 1/4

1/4 1/4

1/4 1/4

1/4 1/4

1/4 1/4

1/4 1/4

1/4

1/4

1/4

1/4

1/4

1/4

1/4

1/4

1/4

1/4

1/2

1/4

1/4

1/4

1/4

1/4

1/4

1

1

1

1

1

1

1/4

1/4

1

3,5

3,0

1/4

2,0

1/4

1/4

2,3
1/4

Fig. 2. The State Diagram for a 4-layer MAP domain

Based on the type classification and the concept of absorbing states, the state
diagram of the random walk for an n-layer MAP domain is shown in Fig. 2. In
this state diagram, state (x, y) indicates that the MN is in one of the MAP
domain of type < x, y >, where the scope of x and y is

0 ≤ x ≤ n,

{
0 ≤ y ≤ 2x− 1 , if x ≥ 1
y = 0 , if x = 0. (1)

State (n, y) indicates that the MN moves out of the MAP domain from state
(n− 1, y), where 0 ≤ y ≤ 2n− 3. For x = n and 0 ≤ y ≤ 2n− 3, the states (n, y)
are absorbing, while the others are transient. For n > 1, the total number S(n)
of states for n-layer MAP domain random walk is n2 + n − 1. The transition
matrix of this random walk is an S(n)×S(n) matrix P = (p(x,y)(x′,y′)). Therefore,
P = (p(x,y)(x′,y′)) can be defined as the one-stop transition probability from state
(x, y) to state (x′, y′) (i.e., which represents the probability that the MN moves
from a < x, y > subnet to a < x′, y′ > subnet in one step). We use the Chapman-
Kolmogorov equation to compute p(r)

(x,y)(x′,y′), which is the probability that the
random walk moves from state (x, y) to state (x′, y′) with exact r steps. We
define pr,(x,y)(n,j) as the probability that an MN initially resides at an < x, y >
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subnet, moves into a < n− 1, j > subnet at the r − 1 step and then moves out
of the MAP domain at the r step as follows:

pr,(x,y)(n,y) =

{
p(x,y)(n,y) , for r = 1
p
(r)
(x,y)(n,y) − p

(r−1)
(x,y)(n,y), for r > 1.

(2)

3 Signaling Cost Functions

To investigate performance of MIPv6 and HMIPv6, the total signaling cost given
to the Home Agent (HA), CN, and Mobility Anchor Point (MAP) to handle
mobility of MNs are analyzed. We assume that performance metric is the total
signaling cost which consists of the location update cost and packet delivery
cost.

3.1 Location Update Cost in HMIPv6

We define the costs and parameters used for performance evaluation of location
update as follows:

- Chm : The transmission cost of BU between the HA and the MAP
- Cnc : The transmission cost of BU between the MN and the CN
- Cmn : The transmission cost of BU between the MAP and the MN
- ah : The processing cost of location update at the HA
- am : The processing cost of location update at the MAP
- lhm : The average distance between the HA and the MAP
- lmn : The average distance between the MAP and the MN
- lnc : The average distance between the MN and the CN
- δU : The proportionality constant for location update

Fig. 3 shows the control signaling message for BU with CN, MAP and HA
in HMIPv6. According to signaling message flows for BU, each location update
cost can be calculated as follows [6]:

CHA = ah + 2(Chm + Cmn) (3)
CMAP = am + 2Cmn

CCN = Cnc

For simplicity, we assume that the transmission cost is proportional to the
distance in terms of the number of hops between the source and destination
mobility agents such as HA, MAP, CN and MN. Using the proportional constant
δU , each location update cost can be rewritten as follows:

CHA = ah + 2(lhm + lmn)δU (4)
CMAP = am + 2lmnδU

CCN = lncδU
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Fig. 3. The Cost of Location Update in HMIPv6

We derive the number of MAP domain/subnet crossings and location updates
between the beginning of a session and the beginning of the next session. Sim-
ilar to [7], we define the additional costs and parameters used for performance
evaluation of location update as follows.

- r : The number of the MN’s subnet crossings
- d : The number of subnet crossings before an MN leaves the first MAP

domain
- K : The number of the MN’s MAP domain crossings
- td : The time interval between the beginning of a session and the beginning

of the next session
- r(td) : The number of the BUs for the MAP during td
- l : The number of subnet crossings before an MN leaves the first MAP domain

during td
- K(td) : The number of the BUs for the external CN and HA during td
- q(td) : The number of the BUs for the internal CN during td
- N : The total number of subnets within a MAP domain.
- L : The number of boundary edges for that boundary subnet in an n-layer

MAP domain
- 1/λm : The expected value for the subnet residence time
- 1/λd : The expected value for the td distribution
- η1 : The number of the external CNs that have a binding cache for the MN
- η2 : The number of the internal CNs that have a binding cache for the MN

Assume that an MN is in any subnet of a MAP domain with equal probability.
This implies that the MN is in subnet< 0, 0 > with a probability of 1/N and is in
a subnet of type < x, y > with a probability of 4/N , where N = 4n2 − 4n + 1 is
the number of subnets covered by an n-layer MAP domain. From (2), we derive d
as the number of subnet crossings before an MN leaves the first MAP domain as
follows:
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d =
1
N

( ∞∑
k=1

k ·
2n−3∑
j=0

pk,(0,0)(n,j)

)
+

4
N

( ∞∑
k=1

k ·
n−1∑
x=0

2x−1∑
y=0

2n−3∑
j=0

pk,(x,y)(n,j)

)
(5)

We denote π(r) as the probability that an MN will leave the MAP domain
at the rth step provided that the MN is initially in an arbitrary subnet of the
MAP domain as follows:

π(r) =
1
N

2n−3∑
j=0

pr,(0,0)(n,j)

+
4
N

n−1∑
x=1

2x−1∑
y=0

2n−3∑
j=0

pr,(x,y)(n,j)

 (6)
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Fig. 4. Time diagram for subnet and MAP domain crossings

Similarly, we denote π̂(r) as the probability that an MN will leave the MAP
domain at the rth step provided that the MN is initially in a boundary subnet
of the MAP domain. It is well known that the probability that after an MN
enters a MAP domain, it leaves the MAP domain is proportion to the number
of boundary edges for that boundary subnet [8]. In our random walk model
(i.e., n=4), the number of boundary edges for that boundary subnet can be
represented as L = 4 ∗ (2n− 1). Thus, we can get

π̂(r) =
2 · 4
L

2n−3∑
j=0

pr,(n−1,0)(n,j)

+
1 · 4
L

2n−3∑
y=1

2n−3∑
j=0

pr,(n−1,y)(n,j)

 (7)

We denote Π(r,K) as the probability that the MN crosses K MAP domain
boundaries after r subnet movements provided that the MN is initially in an
arbitrary subnet of a MAP domain as follows:

Π(r,K) =



1, for K = r = 0∑∞
i=r+1 π(i), for K = 0, r > 0∑r
i=1 π(i) × Π̂(r − i,K − 1)

for K ≥ 1, r ≥ K

0, for r < K

(8)
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From (6) and (7), we denote Π̂(r,K) as the probability that the MN crosses
K MAP domain boundaries after r subnet movements provided that the MN is
initially in a boundary subent of a MAP domain as follows:

Π̂(r,K) =



1, for K = r = 0∑∞
j=r+1π̂(j), for K = 0, r > 0∑r
j=1 π̂(j) × Π̂(r − j,K − 1)

for K ≥ 1, r ≥ K

0, for r < K

(9)

Note that the above derivation are based on the equal moving probability as-
sumption, thus, we derive the number of subnet/MAP domain updates between
the beginning of a session and the beginning of the next session. Fig. 4 shows the
timing diagram of the activities for an MN. Assume that the previous session of
the MN ends at time t0 and the next session begins at time t1. Let t1− t0, which
has a general distribution with density function fd(td), expect value 1/λd, and
Laplace Transform

f∗
d (s) =

∫ ∞

td=0

e−stdfd(td)dtd (10)

We denote r(td) as the number of location updates for the MAP during period
td. Since an MN needs to register with the MAP whenever it moves in HMIPv6,
r(td) is equal to the number of subnet crossings during td. Assume that the
subnet residence time tm,j at j-th subnet has an Erlang distribution with mean
1/λm = m/λ, variance Vm = m/λ2, and density function as follows:

f∗
m(t) =

λe−λt(λt)m−1

(m− 1)!
(where m = 1, 2, 3, · · ·) (11)

Notice that an Erlang distribution is a special case of the Gamma distribution
where the shape parameter m is a positive integer. From (10) and (11), we can
get the probability mass function of the number of subnet crossings r(td) within
td as follows:

Pr[r(td) = k] =
1
m


km+m−1∑

j=km

[
(km+m− j)(−λ)j

j!

][
djf∗

d (s)
dsj

]∣∣∣∣
s=λ

 (12)

− 1
m


km−1∑

j=km−m

[
(j − km+m)(−λ)j

j!

][
djf∗

d (s)
dsj

]∣∣∣∣
s=λ


(where k = 1, 2, · · ·)

Pr[r(td) = 0] =
1
m


m−1∑
j=0

[
(m− j)(−λ)j

j!

][
djf∗

d (s)
dsj

]∣∣∣∣
s=λ
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We denote l as the number of subnet crossings before an MN leaves the first
MAP domain during td. From (5) and (12), we can get l as follows:

l =
1
N

( ∞∑
k=1

k ·
2n−3∑
j=0

pk,(0,0)(n,y) · Pr[r(td) = k]

)
(13)

+
4
N

( ∞∑
k=1

k ·
n−1∑
x=0

2x−1∑
y=0

2n−3∑
j=0

pk,(x,y)(n,j) · Pr[r(td) = k]

)

We denote q(td) as the number of location updates for the internal CN during
period td. Recall that an MN sends a BU to the internal CN for the first MAP
domain crossing whenever it crosses subnets and then sends a BU whenever it
crosses MAP domain boundaries during td in HMIPv6. From (8),(9), and (12),
the probability mass function for q(td) is

Pr[q(td) = j] =


Pr[r(td) = j], for j < l∑∞

k=jPr[r(td) = k]

×Π(k − l, j − l), for j ≥ l

(14)

Finally, we denote K(td) as the number of location updates for the external CN
and HA during period td. Since an MN sends a BU to the external CN and
HA whenever it crosses MAP domain boundaries during td, K(td) is equal to
the number of MAP domain crossing during td. Therefore, the probability mass
function for K(td) is

Pr[K(td) = j] =
∞∑

k=0

Pr[r(td) = k] ×Π(k, j) (15)

Thus, we can get the total location update cost during td in HMIPv6 from
(4), and (12)-(15) as follows:

CLU =CHA + CCN + CMAP

∞∑
j=0

jPr[r(td) = j] (16)

3.2 Packet Delivery Cost in HMIPv6

The packet delivery cost consists of transmission and processing cost. First of all,
we define the additional costs and parameters used for performance evaluation
of packet delivery cost as follows:

- Thm : The transmission cost of packet delivery between the HA and MAP
- Tmn : The transmission cost of packet delivery between the MAP and MN
- Tnc : The transmission cost of packet delivery between the CN and MN
- vh : The processing cost of packet delivery at the HA
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- vm : The processing cost of packet delivery at the MAP
- λα : The packet arrival rate for each MN
- δD : The proportionality constant for packet delivery
- δh : The packet delivery processing cost constant at the HA
- δm : The packet delivery processing cost constant at the MAP

Similar to [6], the packet delivery cost during td in HMIPv6 can be expressed
as follows:

CPD = vh + vm + Thm + Tmn + Tnc (17)

We assume that the transmission cost of packet delivery is proportional to
the distance between the sending and receiving mobility agents with the pro-
portionality constant δD. Therefore, Thm, Tmn, and Tnc can be represented as
Thm=lhmδD, Tmn=lmnδD and Tnc = lncδD. Also, we define a proportionality
constant δh and δm. While δh is a packet delivery processing constant for lookup
time of binding cache at the HA, δm is a packet delivery processing constant
for lookup time of binding cache at the MAP. Therefore, vh can be represented
as vh=λαδh and vm can be represented as vm=λαδm. Finally, we can get the
packet delivery cost during td in HMIPv6 as follows:

CPD = (lhm + lmn + lnc)δD + λα(δh + δm) (18)

Based on the above analysis, we introduce the total signaling cost function
in HMIPv6 from (16) and (18) as follows:

CTOT (λm, λd, λα) = CLU + CPD (19)

3.3 Location Update and Packet Delivery Costs in MIPv6

To investigate performance of MIPv6, we define the additional costs and param-
eters used for performance evaluation of location update as follows.

- lhn : The average distance between the HA and the MN

In MIPv6, an MN sends a BU message whenever it changes its point of
attachment transparently to an IPv6 networks. From (15), we can get the total
location update cost during td in MIPv6 as follows:

C
′
LU =

(
CHA + (η1 + η2) · CCN

)
·

∞∑
j=0

j Pr[r(td) = j] (20)

From (18), we can get the total packet delivery cost during td in MIPv6 as
follows:

C
′
PD = (lhn + lnc)δD + λα · δh (21)

Based on the above analysis, we introduce the total signaling cost function
in MIPv6 from (20) and (21) as follows:

C
′
TOT (λm, λd, λα) = C

′
LU + C

′
PD (22)
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4 Numerical Results

In this section, we demonstrate some numerical results. Table 1 shows the some
of parameters used in our performance analysis that are discussed in [6, 7]. For
simplicity, we assume that the distance between mobility agents are fixed and
same number of distance in terms of the number of hops. We define the relative
signaling cost of HMIPv6 as the ratio of the total signaling cost for HMIPv6 to
that of MIPv6. A relative cost of 1 means that the costs under both schemes are
exactly the same. We can see that relative signaling cost is less than 1, which
indicates HMIPv6 offers better performance than MIPv6.

Table 1. Performance Analysis Parameters

Parameter N L ah am λd, λm, λα δU δD δh δm η1/η2

Value 25-81 20-36 30 20 0.01-100 0.1 0.05 15 10 1-20

Fig. 5 (a) shows the effect of packet arrival rate λα for λm = 1, λd=0.001, and
η1 and η2 =5. We can see that performance of HMIPv6, on the whole, is better
than that of MIPv6. As the packet arrival rate λα increases, relative signaling
cost increases. This is because as the packet arrival rate increases, the system
requires a larger processing cost for tunnelling at the MAP in HMIPv6. Note
that packets addressed to the RCoA are intercepted by the MAP, encapsulated
and routed to the MN’s LCoA in HMIPv6. For the fixed value of λα, performance
of HMIPv6 for the four layer MAP domain is better than that of the three layer.
Similarly, performance of HMIPv6 for the five layer MAP domain is better than
that of the four. Fig. 5 (b) shows the effect of mobility rate λm for λα = 0.1,
λd=0.001, and η1 and η2 =5. As the mobility rate λm increases, relative signaling
cost decreases. These results are expected because HMIPv6 tries to reduce the
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Fig. 5. Effect of λα, λm, λd on Relative Signaling Cost
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number of BU messages when an MN moves within a MAP domain. Fig. 5 (c)
shows the effect of session arrival rate λd for λα = 0.1, λm = 0.1, and η1 and
η2 =5. As shown in Fig. 5 (c), we can see that HMIPv6 results in the lowest
total cost compared with MIPv6. As the session arrival rate λd increases, relative
signaling cost increases. A large λd implies small session interval period. Thus,
performance of HMIPv6 is better than that of MIPv6 for the small value of λd.

Fig. 6 shows that the effect of the Call-to-Mobility Ratio (CMR) on rela-
tive signaling cost. Similar to performance analysis in Personal Communication
Service (PCS) [6], we define the CMR as the ratio of the packet arrival rate to
the mobility rate (i.e. CMR = λα / λm). As shown in Fig. 6, we found that
relative signaling cost increases as the CMR increases. For the small value of
CMR, performance of HMIPv6 is better than that of MIPv6. From the above
analysis of results, HMIPv6 has superior performance to MIPv6 when an MN’s
mobility is high and packet arrival rate is low.
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Fig. 6. Effect of CMR on Relative Signaling Cost

5 Conclusions

In this paper, we studied performance of HMIPv6 and compare it with that of
MIPv6. For the more detailed performance analysis, we proposed an analytic
mobility model based on the random walk to take into account various mobility
conditions. The simulation results shows that HMIPv6 can has superior perfor-
mance to MIPv6 when the packet arrival rate is low and the MN’s mobility is
high.
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Abstract. In this paper, we propose the possibility of bringing the concepts of 
power control and route relay functions together in the MAC design in mobile 
multi-channel ad hoc networks. Our protocol makes use of multi-channel route 
relay function with power control capability to cope with inter-channel 
interference and path breakage caused by mobility in multi-channel mobile ad 
hoc networks. We provide simulation results showing a good performance for 
re-establishing a path. 

1   Introduction 

In ad hoc networks, there are usually more than one non-interfering channels 
available. So, proper channel allocation and power control should be considered at the 
same time. Various studies on Medium Access Control (MAC) protocols which 
assume a multi-channel or single common channel to be shared by mobile hosts have 
been proposed [3, 4, 5, 6, 7, 8, 9, 10]. Both power control and channel allocation 
schemes have to be implemented in a distributed manner [1, 2]. 

Narayanaswamy et al. [3] has proposed a protocol called COMPOW. This power 
control protocol is conceptualized as a network layer problem. The COMPOW relies 
completely on routing-layer agents to converge to a common lowest power level for 
all network nodes. In Wu et al. [1] approach, each terminal decides the appropriate 
transmission power level based on the distance between two terminals in a distributed 
manner. Kawadia et al. [7] consider the problem of power control when nodes are 
non-homogeneously dispersed in space. In this approach, network utilization reducing 
since all communications have to go through the cluster header. 

Our protocol, inspired by previous work [1, 10], dynamically negotiates channels 
with power control to allow multiple communications in the same region 
simultaneously, each in a different channel without any interference problem. Our 
protocol offers a higher throughput, and a more enhanced quality for service 
capability as well as less transmission delay than the Chang’s [5] scheme. 

The remainder of this paper is organized as follows: In Section 2, we propose an 
adaptive power control protocol. In Section 3, we present analytical and simulation 
models for performance evaluation. Finally, Section 4 contains conclusion, reveals 

                                                           
* Correspondent author. 
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that our protocol improves the performance and effectively deal with the breakage of 
communication of ad hoc networks. 

2   Adaptive Transmission Power Control Protocol 

2.1   Basic Concept of the Power Control 

As shown in Fig. 1, if we can properly tune each transmitter power level, a 
communication pairs can coexist without any interference.  

 

Fig. 1. The need for power control: in case when there is no power control (dotted line) and 
power control (solid line) 

A simple power control mechanism is suggested in [4, 5, 13]. Suppose mobile hosts 
X and Y want to exchange with one packet each other. Let X sends a packet with 
power )( X

Tx
p , which is heard by Y with power )(Y

Rx
p . And then, Y’s transmission power 

satisfies )(Y

Rx
p , where )( X

Rx
p and )(Y

Rx
p  are given by 

RxTx

n
X

Tx

Y

Rx
gg

d
pp =

π
λ
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)()(
        

RxTx

n
Y
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X

Rx
gg

d
pp =

π
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(1) 

respectively, where RxTx gg , denote the antenna gains at the sender and the receiver, 

respectively, and d is the distance between source host X and destination host Y, and 
can be obtained by 

n

Y

Rx

RxTx

X

Tx

p
p gg

d

1

)(

)(

4
=

π
λ

 
(2) 

where λ  is the carrier wavelength, n is the path loss coefficient that may vary 
between 2 and 6 depending on the physically environment such as the existence of 

obstacles [1]. Note thatλ , Txg  are constants in normal situations. Then Y can 

determine its transmission power, 
)(Y

Tx
p , if the other powers are known. 

2.2   Adaptive Power Control Protocol with Routes Relay Capability 

In this section, we now describe the channel assignment strategy for the adaptive 
power control routes relay protocol. Consider the early stage of network topology 
shown in Fig. 1, where a small circle node represents a host and a larger circle 
represents power ranges. Host pairs C-D indicates that they are within the 
communicative range of mobile host A in the Fig. 2(a). 



K.-j. Kim, N.-k. Ha, and K.-j. Han  182

B C D
A

BBB CCC DDD
AAA

      

CB D
A

E

F

G

CCBB DD
AA

EEE

FF

GG

 
                        (a)                                                  (b) 

(a) Impact of interference in the case where there is no power control 
(b) Large and dotted small circles indicate case with power control 

Fig. 2. Transmission scenarios 

Consider that the destination host A gradually moves away from the source host 
B, as shown in the Fig. 2(a). For example, host A moves towards host C. Then there 
will be a communication breakage between the source host B and the destination host 
A as well as issuing inter-channel interference with neighbor host by mobility. In our 
previous work [10], the problem above discussed has been investigated, but not in the 
context of collision avoidance MAC protocols with power control. And, each mobile 
node maintains a communications states table (CST) with assigned power that 
includes source/destination node and the channel used by source node or not.  

We will assume that each mobile host A keeps an array called )(ip , each node i 

keeps a transmission power value within CST table of all one hop neighbors that are 
within the maximum transmission power of node i. Also, let )(

min
iP be the minimum 

power level at which a mobile host can distinguish signals from noises. The value of 
)(

min
iP  is the minimum power that any node i must use for data transmission in order for 

node j to correctly decode the data packet at the current level of interference. The 
value of transmission power can be dynamically adjusted if any host always monitors 
the communications around itself on the control channel since in our protocol the 
control channel is to serve this purpose. Generally, in our scheme, the transmission 
power can be found by replacing the parameter )(i

TxP  in (1) by the constant )(
max

iP . 

We assume that each node i has N transmission power levels, )(i

N
P , where 

N = (1, 2, 3, …., 10). The actions taken by a node are as follows: 

Step 1: As mobile node A causes inter-channel interference as well as channel 
breakage, it immediately stops communication, which helps to prevent 
other communicating hosts from being affected by the inter-channel 
interference. 

Step 2: Node A computes distance between host A and C, say d.  If 
mindd < , (where 

dmin is minimum distance where can be applicable to power control), then it 
concludes that the power control of the node i has failed.  

Step 3: If mindd > , then it concludes that the amount of interference is tolerable at 

node i. Also, if 
max

)(
max PP A < , power scaling should be implemented in a 

distributed manner.  In other words, node A uses its connectivity power, 
(transmitting power used by host A and B, )( A

connP ) which has been 

dynamically computed to get the maximum scaling constant )( APα
. In [9], we 

should note that the transmission power at a node A is given by 

p
p A

conn

A p
)(

max
)(
=

α

 
(3) 
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where it can communicate directly with neighbors using the power )( AP
α

. 

This power is typically much smaller than 
maxP . 

Step 4: When node A computes )( AP
α

 successfully, it immediately transmits )( AP
α

 to 

node C.  
Step 5: Once the node C receives a control packet with )( AP

α
, node A computes 

distance between host A and C. The node C computes the complement 
of )(C

Tx
P  which is used for deciding whether or not it could cause an 

unacceptable interference with node A’s ongoing reception [9]. 
Step 6: If node C is acceptable to the transmission power and distance between 

node C and D, it broadcasts the computed )( APα
. 

As shown in Fig. 1, if we can properly tune each transmitter power level, a 
communication pair can coexist without any interference. Suppose mobile hosts X and 
Y want to exchange one packet with each other. Let X send a packet with power )(X

TxP , 

which is heard by Y with power )(Y
RxP . The following four functions are defined to 

formally describe the route relay with power control in the Fig. 3. 

(1) OneHop(x) is defined to be the set of hosts located in communicative range of 
host x.  

(2) FreeChannel(x) is a function that seeks a free (idle) channel to establish 
communication link.  

(3) Neighbor(OneHop(x)) computes the set of hosts located in communicative range 
of OneHop(x).  

(4) Connect(x) computes the number of channels which have been connected. 

re pe a t fo r e v e r
W he n h o s t  x w a nts  to  c o m m u n ic a t e  w it h h o s t  y .
if F re e C h a n n e l (x ) no t N U L L /*  H o s t x  p r o c e s s F r e e C h a n n e l ( x ) * /

s e nd C R M  m e s sa g e t o h o s t  y  ;
if C R M  m e s s a g e re c e iv e d  /*  H o s t  y  ( id le  c ha n ne l c he c k ) * /

C H E C K C S T ta b le ; 
if F re e C h a n n e l (y )  no t N U L L & &  /*  H o st  y  * /

C o n n e c t  (y ) >   m a x im um  n u m b e r  o f  c h a n n e ls  {
s e n d  C R M _ A C K t o ho s t  x ;
c a ll O n e H o p (y );

}
e ls e {

c a ll P o w e r  c o n tr o l p ro c e s s ;
if ( a c c e p ta b le )  { e x e c u te P o w e r c o nt ro l; e nd  lo o p ;}
e ls e {

c a ll C h a n n e l ne go t ia t io n  p r o c e s s ; /* s e e  F ig  3  * /
e x c h a n g e h o s t  y a n d h o s t  x ; /*  t h e ir  in f o r m a t io n * /
e n d lo o p ;

}
}

}
if C R M _ A C K  m e s s a g e  re c e ive d c a l l O n e H o p (x ) ;  /*  H o s t  x  * /
e ls e  e n d lo o p ;
if N e ig h b o r ( O n e H o p ( y ) O n e H o p ( x ) ) is  a va ila b le  )  /*  H o s t y  * /
{

if ( F r e e C h a n n e l(y ) F r e e C h a n n e l(x ) )   /* A ll c h a n ne l a r e  us e d * /
dis c a r d C R M  m e s s a g e re q u e s t; 

e ls e {
c a ll P o w e r c o n tr o l p ro c e s s ;
if ( a c c e p ta b le )  {  e x e c u te P o w e r c o ntro l; e nd  lo o p ;}
e ls e    c a ll C ha n ne l n e g o t ia t io n p ro c e s s ; 

}
b ro a d c a s t up d a te  m e s s a g e ; /*  up d a te  C S T  ta b le  * /
e n d lo o p ;  

Fig. 3. Pseudocode for saturated route relay with power control 

3   Analysis and Simulations Results  

Simulations have been done with some parameters used in our previous work [10]. 
Suppose that we are given a fixed channel bandwidth. Let the bandwidth of the 
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control channel be Bc, the number of data channels be n, and that of each data 
channels Bd. Let the lengths of control packet and data packet be denoted by Lc and Ld, 
respectively. The number of data channels should be limited by the scheduling 
capability of the control channel. Since the control channel can schedule a data packet 
by sending at least k control packets, the maximum number of data channels should 
be limited by  

cc

dd

BkL

BL
n ≤

 (4) 

Here, we define success ratio as a function of the lengths of control and data 
packets. We can see that decreasing the length of control packets or increasing the 
length of data packets will improve the success ratio. Hence, the success ratio can be 
rewritten by  

d

c

cd

d

dc

d
b Bn

B

BBn

Bn

LLk

L
s

∗
=

∗∗
∗=

+∗
=  

 (5) 

Therefore, the total success ratio St can be obtained by 

d

c
t L

kL
S =

 (6) 

Fig. 4 shows the success ratio versus the number of nodes. The curves labeled as 
random refers to performance by the conventional channel assignment scheme [7], 
and the curves labeled as ‘channels 2’, ‘channels 3’, and ‘channels 4’ indicate 
performance by our protocol with 2, 3, and 4 channels available, respectively. Fig. 4 
shows that our protocol offers a higher success ratio than Chang [5] and Wo [1] that 
randomly select a channel from the set of available channels. 
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Fig. 4. Success ratio of channel negotiation process when there is inter-channel interference 
between two communicating pairs 
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Fig. 5 depicts network throughput with power control, we can see that our protocol 
provides a higher throughput although it may create more control messages than the 
randomly assigned protocol. The improvement is dominantly observed when four 
channels are used in our protocol. 

4   Conclusions 

The goal of power control is to properly reduce transmission power so as to increase 
channel reuse. In this paper, we propose a route relay protocol with power control 
capability to alleviate problems due to inter-channel interference and path breakage. 
Simulation results show that our protocol improves the capacity of ad hoc networks 
by effectively dealing with the breakage of communication in a mobile ad hoc 
network. 
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Abstract. Mobile IP, a macro-mobility solution, is often criticized for its hand-
over latency, and the number of registration messages it generates to support 
mobility. Several micro-mobility protocols have been defined as improvements 
– Hierarchical Mobile IP, Fast Handover and Cellular IP, etc. While these mi-
cro-mobility protocols help in reducing handover delay, they bring along the 
requirement of some sort of predefined security association between various 
entities. Implementing these may be difficult, and Mobile IPv6 actually tried to 
eliminate such requirements. In this paper, we propose certain modifications to 
Mobile IPv6 by introducing the mobile agents to take care of the mobility man-
agement. Moreover, the scheme does not assume any security association  
between entities belonging to different networks. We also present simulation 
results to prove the performance improvement. 

1   Introduction 

With every passing day, the popularity of wireless network access is increasing. This 
is due to the fact that it allows movement while being connected, without a disruption 
in communication. When the mobile node (MN) moves across different subnets, the 
layer 3 (L3) protocols get into action. This is because the MN’s IPv6 address is not 
topologically valid any more [1] after the inter-subnet movements. 

Of the various mobility management mechanisms at the network layer level, Mo-
bile IP is comparatively a more complete solution [2].  Mobile IPv6 (MIPv6)  
provides undisrupted connectivity as the MN moves from one subnet to the other. 
However, the MN cannot receive IP packets immediately after getting attached to an 
access router (AR) in the new subnet. This is possible only after the process of hand-
over is completed. The handover latency (tho) can be defined as 

tho=tpd+tCoA+tregd+tack+trrp+tbu (1) 

where tpd is the time for prefix discovery in visited network, tCoA is the time to establish 
the care-of-address, tregd is the time to register the new care-of-address with the Home 
Agent (HA), tack is the time for the registration acknowledgement to reach MN from 
HA, trrp is the time to set up a key with the correspondent node (CN), and tbu is the 
time to send the binding update (BU) to CN. 
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The predecessor of MIPv6 – Mobile IPv4 had Route Optimization [3] extension, 
required pre-configured security associations among the entities. As having pre-
configured security association among the various entities in a large scale would not 
be easy, MIPv6 [4] removed such requirements by incorporating Return Routability 
Procedure (RRP). The RRP mechanism, however, adds significant amount of signal-
ing traffic and delay to the handover process. Many extensions to MIPv6 has been 
proposed – Hierarchical Mobile IPv6 (HMIPv6), Fast Handover, Cellular IP (CIP) – 
to name a few. These attempt reduction in handover latency, in number of lost pack-
ets due to the handover process, and in signaling load on the network. However, these 
extensions bring back the requirement for pre-configured security association [5,6,7].  

In this paper, we propose modifications to MIPv6 which aims at reducing hand-
over latency and the signaling traffic, but does not involve setting up of pre-
configured security associations among entities belonging to different administrative 
domains. Moreover, this is a macro-mobility scheme, unlike the extensions that pro-
vide mobility support at the local level. This is achieved through the use of Mobile 
Agents (MA) which proxy for the home agent of the mobile node at the foreign net-
works.  

The rest of the paper is organized as follows. We propose our scheme in section 2. 
In section 3, we present the results of experiments carried out to estimate the im-
provement in performance through the proposed scheme vis-à-vis original MIPv6. 
Section 4 concludes the paper. 

2 Proposed Scheme 

In this proposed scheme, we envisage a mobile agent to proxy for the HA in the for-
eign networks. Mobile Agents are processes dispatched from a source computer to 
accomplish a specified task. Each mobile agent is a computation along with its own 
data and execution state. After its submission, the mobile agent proceeds autono-
mously and independently of the sending client [8].  

2.1 Basic Protocol 

When a given mobile node MN moves out of its home network, it attaches itself to an 
access router AR1 after acquiring a care-of-address and sends this binding informa-
tion to its home agent HA. The HA then sends a mobile agent MA1 to the access 
router AR1 to proxy for itself. If a mobile agent proxying for the HA already is pre-
sent at AR1 (serving any other MN from the same home network), then the HA will 
send only the information specific to MN to the MA. The same mobile agent shall 
serve all the mobile nodes belonging to a home network. When a CN gets interested 
in communicating with the MN, it sends the packets to the home address of the MN. 
The HA intercepts the same and forwards it to the MN. The MN then initiates the 
RRP for setting up a key in order to send an authenticated BU to CN. After setting up 
a communication with CN, MN will stop sending regular BUs to its HA. Instead, the 
BUs will be sent regularly to the CN. However, the MA shall update the HA from 
time to time and in this it will update the HA on all the mobile nodes under its ser-
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vice. As MA does this (using the wireline network), this does not contribute to the 
handover latency. 

HA

MN

AR1 MA1
AR2 MA2

AR3

CN

MN

MN

The Internet

 

Fig. 1. Modified scheme for enhancement of Mobile IPv6 

When the MN moves and goes out of reach of AR1, it will get attached to another 
access router AR2. If this happens, the MN sends a BU to the MA1 at AR1. On re-
ceiving this BU, MA1 will authenticate MN on behalf of HA for the registration of 
MN at AR2. It will record the binding and its lifetime and shall dispatch a mobile 
agent MA2 with information about MN to AR2 along with the binding acknowl-
edgement. As before, if there already exists a MA from the home network, only the 
relevant information about MN is sent by MA1. The MN then sends new BU(s) to the 
CN(s). Meanwhile the packets in transit reaching AR1 will be forwarded by MA1 to 
MA2 at AR2. While the MN remains attached to AR2 it keeps sending regular bind-
ing updates to MA1 at AR1 and MA1 continues to maintain the information about 
MN. When the MN moves to access router AR3, it sends binding updates to MA1 (at 
AR1) and MA2 (at AR2). MA1 on receiving such a binding update will either delete 
all information about the MN (if it is also serving some other MN) or destroys itself 
(if it is not serving any other MN).  To reduce traffic over the wireless interface, the 
binding update will be sent to MA2 (at AR2), which in turn, will inform MA1. In 
situations where no binding update is received by the MA1 at AR1, MA1 assumes a 
network failure and sends the information about MN back to HA. On being acknowl-
edged, it either deletes all information pertaining to the MN or destroys itself. After 
recovering from a network failure, the MN will have to send binding update directly 
to HA which then shall send a new MA to the concerned AR. The MN shall then 
repeat the RRP with the CNs to setup the authentication keys and then send the BUs 
to the CNs.  

2.2   Security Related Aspects 

As in MIPv6, each mobile node must have a security association with its HA. The MA 
(which belongs to the home network) should also have a security association with the 
HA. Thus the MN and the MA from a given home network can share a security associa-
tion. This makes the communication between the HA and the MN, as well as between 
the MA and the MN secure and authentic. The MA stores the information about the 
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previous care-of address of the MN, the current care-of address, security associations, 
and the time for which the services of the given network is used. To make the system 
fault tolerant, the MA will periodically send these information to the HA. 

While it is possible to set up pre–configured security associations among the HA, 
the MN and the MA — as they all belong to the same administrative domain, such a 
thing may not be possible for the CN. The CNs will often belong to different adminis-
trative domains, and setting up pre–configured security association across various 
entities in diverse administrative domains will be next to impossible. A security key 
between the MN and the CNs to authenticate the BU is set up on the fly using RRP. 

Apart from registering the MN, the MA at the previous AR is also involved in 
RRP. In the MIPv6 protocol, the RRP involves the MN sending two messages (HoTI 
and CoTI) to the CN, one via the HA and the other directly. The CN replies with HoT 
and CoT messages, one via the HA and the other straight to the MN. These messages 
contains one token each (Home Keygen and Care-of Keygen Tokens respectively), 
which are used to generate the key between the CN and MN. In this scheme, the HoTI 
message and the response HoT message passes through the HA only the first time. 
From the next time onwards, these are send via the MA in the previous AR. Thus, 
when MN moves to AR2, the HoTI and the HoT messages should travel via MA1 at 
AR1. As the path between the CN and MN at AR1 was optimized, the path to CN via 
AR1 will be shorter than via the HA.  Hence, trrp will be shortened. 

When the MN moves to another access router AR2, it sends a binding update to 
the MA1 at AR1. This is a secure communication due to the shared security associa-
tion existing between the MN and the MA1. On this being acknowledged, the original 
MIPv6 suggests setting up a new key between the MN and CN through RRP. How-
ever, to reduce the signaling traffic, we suggest that there be a lifetime for the key 
generated by RRP. If this lifetime is still valid when MN connects to AR2, it will use 
the same key to inform the CN about the new care-of address.  

2.3 Interoperability with Other Micro-Mobility Protocols 

This scheme can also be made to operate over micro-mobility protocols. Fast Handover 
is claimed to work with HMIPv6. In HMIPv6, a MN entering a domain make regional 
registration with Mobility Anchor Point (MAP) and informs the HA and CN(s) about 
this regional CoA.  Movement of MN within the domain requires registration only with 
the MAP and is transparent to others.  When MN moves to a new domain, it needs to 
update HA and also the CN following the RRP. We suggest that MA can be stationed at 
the MAP. When MN moves to a new domain, the MA at the previous MAP can assist in 
RRP, thereby reducing the handover delay. The same idea is applicable in CIP, as CIP 
Gateways function somewhat similar to the MAPs of HMIPv6. 

3 Simulation and Results 

In today’s Internet, there is wide heterogeneity in the network interconnectivity. To 
have an experimental estimate of the performance improvement through the proposed 
scheme, we considered two simple cellular like topology for the access routers. In one 
case we considered the routers to be connected to each other in a grid along with 
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diagonal connectivity (topo 1), while in the other we took a network of the routers 
connected in a grid without diagonal connectivity (topo 2). 
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Fig. 2. Plots of simulation results. Fig (a) depicts the case where MN is moving perpendicu-
larly away from the line joining HA and CN. Fig (b) shows where MN is moving diagonally 
away from the line joining HA and CN. Fig (c) is the plot when MN is moving along the line 
joining HA and CN towards CN. We consider the simulation both using topo1 and topo2 

We have estimated the handover latency in terms of number of hops the packets 
have to make in the wired network through the shortest paths in the various steps of 
the handover process. To make a comparison, we compute this handover latency for 
both, the original MIPv6 and the proposed scheme assuming three different move-
ments for the MN. These are- i)  MN moving perpendicularly away from the line 
joining HA and CN, ii) MN moving diagonally away from the line joining HA and 
CN, and iii) MN moving along the line joining HA and CN towards CN. The experi-



A Macro-Mobility Scheme for Reduction in Handover Delay and Signaling Traffic        191 

mental results show significant improvement in all the three cases for the modified 
scheme vis-à-vis MIPv6 which are shown figure 2 (a), (b) and (c).  

4   Conclusion 

We have proposed the introduction of a Mobile Agent for mobility management in 
MIPv6. The scheme has several advantages. One, the subsequent RRP does not in-
volve the HA. This reduces the network path traversed, and thus reduce handover 
latency as well as overall network traffic. This also makes the scheme more immune 
to home agent failure. Second, the MA and the MN share a security association. As 
either the home agent or the mobile agent handles all the signaling, no separate proc-
ess is needed to set up keys (except for RRP). For example, MIPv6 suggests setting 
up of security association with a home agent in previous network (not its home net-
work) to allow forwarding the packets in transit to the new CoA. Third, the MN, at 
many times, need not send binding updates to its home agent, which may be far away. 
Fourth, the envisaged existence of a security association between the MN and the MA 
ensures that the scheme does not bring in any more security threats than those present 
for MIPv6. 
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Abstract. TLMM, a three level mobility model for IP-based mobility manage-
ment has been recently proposed as an architecture for managing global mobil-
ity in an IP-based network. This paper evaluates the performance of TLMM’s 
Quality of Service (QoS) framework using a combination of DiffServ and Int-
Serv architectures with the concept of Bandwidth Broker for admission control 
and resource reservation for different service classes. The most important con-
tribution in this paper is a dynamic handoff policy using the concept of Bound-
ary Location Area, for performing location updates for inter-domain roaming of 
mobile nodes, which helps in maintaining proper QoS. The performance 
evaluation of the proposed protocol is provided by simulation results using 
Network Simulator (ns-2). 

1   Introduction 

Notwithstanding the amazing rate at which network capacity is growing, we find 
ourselves challenging with congested networks today and can be doing so for the near 
future. Network researchers all over the world are experimenting with several tech-
nologies to reduce congestion. It is unlikely that the promised proliferation of high 
bandwidth connectivity will assuage congestion problems any time soon. For these 
reasons network quality of service (QoS) promises to become increasingly important. 
QoS is a set of technologies that enables network administrators to manage the effects 
of congestion on application traffic by using network resources optimally, rather than 
by continually adding capacity.  
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In this paper, we describe the development of an integrated QoS framework for 
our Three Level Mobility Model (TLMM), which has been recently proposed as an 
optimal hierarchical mobility model for IP-based networks with respect to network 
parameters like handoff latency, signaling overhead and frequency of location updates 
[1]. We have designed and implemented the QoS framework for TLMM in this paper 
as an integrated approach for supporting advanced mobility management for NG 
mobile wireless networks that guarantees efficient QoS and scalability among end 
users by using a combination of IntServ [2] [3] and DiffServ [4], [5], [6] models. An 
efficient dynamic handoff policy with the concepts of bandwidth broker (BB) (for 
resource reservation and admission control) and boundary location area (BLA) has 
been proposed that takes care of false handoff. 

The rest of the article is organized as follows. Section II describes QoS-related 
TLMM functional elements and provides the dynamic handoff policy. Section III 
provides the performance evaluation of the proposed protocol using ns-2 [7]. Finally 
we conclude the paper in section IV. 

2 QoS-Related TLMM Functional Elements 

Essentially TLMM consists of IntServ capable routers at the boundaries and DiffServ 
capable routers within the interior of a domain. The architecture of TLMM [8] con-
sists of a three level hierarchical structure with foreign agents (FA) at the lowermost 
level, mobility agents (MA) at the middle level and gateway mobility agents (GMA) 
at the topmost level (Fig. 1). FAs and MAs are DiffServ capable routers but GMA is 
an IntServ capable router placed at the boundary of two overlapping domains and 
works as a gateway to a domain. In TLMM, whenever an MN enters a subnet, it ob-
tains a local care-of-address (LCoA) of the FA, a regional care-of-address (RCoA) of 
the MA and a global care-of-address (GCoA) of the GMA. GMA consists of a routing 
database register called a Boundary Location Register (BLR), which is a database 
cache maintaining the roaming information of the mobile nodes (MNs) moving be-
tween different domains. The roaming information is captured when an MN requests 
a location registration to the GMA and is called Service Level Application (SLA) [5], 
which is an agreement with the Internet Service Provider (ISP). An SLA basically 
specifies the service classes supported and the amount of traffic allowed in each class.  

Various QoS parameters for IP mobility scenarios may be pointed out for under-
standing and estimating the performance criteria of a protocol. Among them, packet 
loss, handoff delay, signaling overhead, signaling cost and bandwidth find importance 
in evaluating a system operation. Regarding signaling overhead, handoff latency and 
packet loss, it has been established that TLMM suffices MIP and TeleMIP in many 
cases [1]. Regarding bandwidth, a Boundary Location Area (BLA) based BB algo-
rithm has been adopted in TLMM that allocates bandwidth to a mobile user dynami-
cally as and when required during an MN’s transition from one domain to another. 
The flowchart of the algorithm for the case when an MN in domain A moves towards 
domain B is represented in Fig. 2. The scheme proposed in this paper shall prove the 
ability of a BB using efficient QoS management to provide a modified form of Dif-
ferentiated services to a Mobile IP user. This technique also removes the possibility of 
false handoffs, lowers signaling costs and packet loss rate [8]. 
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Fig. 1. QoS-Related TLMM Functional Elements 
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Fig. 2. Flowchart of BLA-Based BB Algorithm in TLMM 

For achieving the BB arrangement of inter-system (interdomain) handoff and QoS 
maintenance simultaneously, we define BLA of an MN to be the region in which the 
MN sends location registration request to the new access network (or domain) to-
wards which it moves [9] and is found to be proportional to the QoS factor (q) times 
velocity ratio (vr), where q is the ratio of bandwidth required by the MN (Bwr) to the 
available bandwidth in the new system (Bwa) and vr is the ratio of velocity of the MN 
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to the average velocity of all the MNs moving in the existing domain. The proportion-
ality constant is d0 and depends on network parameters. 

For the purpose of maintaining QoS while moving between different domains 
managed by different ISPs, an MN transforms and transmits the previously negotiated 
SLA with HA to FA of the visited domain. The BB that controls the foreign network 
(FN) then configures the network according to the SLA of the user and reserves 
bandwidth accordingly. The bandwidth broker in GMA is mainly responsible for 
automating the process of SLA negotiation. The GMA actually has two BLRs corre-
sponding to the two domains that it controls. Presently a client-server oriented proto-
col that uses a TCP connection between neighboring BBs is used [6]. 

 Bicasting employed here is not initiated by HA but by GMA. A change of GMA 
for an MN causes an initiation of an update registration up to HA. So when an MN 
moves from one domain to another and comes under the scope of a different GMA, 
both new incoming packets and packets in progress must wait for processing till the 
inter domain handoff and location registration is finished. As a result, the packets may 
be lost due to waiting for handoff and location registration for GMA change. By using 
the concept of BLA, MNs are allowed to request handoff and location registration 
before they arrive at the new domain, which means, BLA provides extra time t for a 
packet to wait for processing. In the absence of BLA, a packet will be lost if the wait-
ing time Wt > 0. However, when the BLA is used, the packet will not be lost if Wt < 
or = t due to the fact that this packet acquires extra time t to obtain its required 
bandwidth.  

3 Performance Evaluation 

In this section we compare the signaling costs resulted from using BLA with that in a 
conventional IP network without using BLA. Simulation experiments through ns-2 
using relatively heavy traffic load have been deliberately used to emulate the situation 
on a highly congested link where our architecture is supposed to work well. In this 
section, a comparative study of TLMM with MIP and TeleMIP (without QoS support) 
[10] has also been made with regard to parameters such as packet loss, total network 
delay and throughput with respect to bandwidth. Fig. 3a shows that signaling cost 
increases with velocity of MN at a slow rate for q <1 but at a faster rate for q >1 by 
using BLA. The cost is independent of velocity of MN in the absence of BLA as ex-
pected. But one important aspect that becomes noticeable is that using BLA the sig-
naling cost remains at a much lower value compared to the corresponding cost with-
out BLA for MNs having lower velocity and q <1. This is advantageous for slow 
moving MNs whose bandwidth requirement is less. But for faster MNs whose band-
width requirement is more than the network capacity, the increase in signaling cost is 
pronounced as expected. Fig. 3b shows packet loss vs packet flow rate for a fixed 
bandwidth (ns-2 simulation). From the figure it is clear that as number of flows per 
second increases, the packet loss increases at a very rapid rate for MIP. TeleMIP 
shows better result than MIP but for TLMM the packet loss is the least. Figs. 3c, 3d 
and 3e show the total network delay with bandwidth for 10%, 50% and 90% global 
users (MNs moving around more than five subnets surrounding their home subnet) 
respectively.  
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Fig. 3. Plots of Simulation Results 

Fig. 3f sketches the throughput of a network for MIP, TeleMIP and TLMM. It 
shows that as bandwidth increases, rate of increase of throughput is much pronounced 
in TLMM as compared to MIP and TeleMIP.    
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4 Conclusion 

In this paper, we presented a performance study of TLMM’s Bandwidth Broker-based 
architecture with a dynamic handoff policy using BLA concept for providing QoS 
support in an IP-based network. Simulation results show the advantage of TLMM 
over MIP and TeleMIP for large network and number of global users. Packet loss for 
TLMM is much less as compared to others. Throughput of TLMM is large as com-
pared to MIP and TeleMIP. Network delay for 10% global users is almost same for 
TeleMIP and TLMM but for 50% and 90% global users TLMM show much im-
provement over MIP and TeleMIP as the number of MNs and network size increases.  

We finally conclude that the architecture of TLMM is able to provide scalable 
global QoS support especially over the bandwidth controlled wireless links. For future 
NG wireless networks, increased bandwidth is a must for supporting real-time multi-
media and TLMM proves to be the right choice as it is seen to provide higher 
throughput.  
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Abstract. This paper proposes adaptation of Mobile Ad-hoc Network
(MANET) [13] routing protocols taking stability of links as primary
consideration. The presented scheme can be associated with a resource
reservation strategy to ensure Quality Of Service (QoS). Packets routed
through stable routes have very low waiting time in queue which reduces
end to end delay. The overall performance shows that the developed
adaptation can support a higher degree of QoS as compared to the con-
ventional version of MANET routing protocol.

Keywords: Path stability, Ad-hoc networks, Stable link.

1 Introduction

Ad-hoc routing protocols discover path between mobile nodes in an ad-hoc net-
work. Most of the proposed ad hoc routing protocols try to find out shortest
paths. Now suppose there is a need to support real time application like video
conferencing which needs QoS guarantee viz. a path with a maximum specified
delay and a minimum specified bandwidth. A resource reservation strategy can
be used, along with ad hoc routing protocol, to provide QoS guarantee. But as
nodes move an established route may break. This will result in interruptions per-
ceived by the users of real time applications. To avoid this the approach should
be towards finding durable paths.

There exists a lot of literature for finding stable paths in ad-hoc networks. SSA
[5], RABR [7], FORP [8], and ABR [9] routing protocols discover stable paths. For
details on related work refer [1]. This paper proposes adaptation for DSDV [4], [6]
and AODV [4], [15] routing protocols, to consider stability of link during route for-
mation. This work relies on stability metrics developed in [2],[3]. The adaptation
involves changes in packet formats, messages and routing algorithm itself.

� Work conceived and completed during authors’ association with IIIT Allahabad,
India.
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The rest of the paper is organized as follows. Section 2 presents the proposed
adaptation. Simulation results are presented in section 3. Section 4 concludes
the paper and describes future possibilities.

2 Path Stability Based Adaptation

This section describes the proposed adaptation for DSDV and AODV. The mod-
ifications are stated in italics.

2.1 DSDV Adaptation

The information in the route tables is similar to that found in route tables with
conventional DSDV. Except the Metric field is the path stability metric [3]. The
metric field for a zero hop entry, i.e. a path from a node to itself, is equal to
N-1. Here N is the size of link life time array [2].

1. Each node broadcasts RUPD, periodically or immediately when significant
new information is available. The two cases are described as follows:
(a) Periodic update: Each mobile node periodically advertises its view of the

interconnection topology with other mobile nodes within the network
Nodes forms the RUPD by increasing its own sequence number by two
and then copying all the entries of route table in RUPD. The nodes then
broadcast this RUPD packet.

(b) Triggered update: Significant new information immediately triggers the
update. Following are two cases of triggered update:
i. When a link to next hop has broken, any route through that next

hop is immediately assigned Zero Metric and a sequence number
incremented by one. This updated route table is copied in a RUPD
packet and immediately broadcasted.

ii. If a new route is recorded in the route table then it also immedi-
ately triggers a update. The formation of RUPD is same as periodic
update.

2. When a node receives a RUPD packet, it executes following steps:
(a) The first step is to update the link life time data structure as described

in [2].
(b) Node calculates the link stability metric [2]. Then it calculates the new

path stability metric [3] for each of the destination in the packet and
also for each destination in the routing table. The metric so calculated
includes the updated link stability metric of the link on which the adver-
tisement was received.

(c) It compares this update information to its own routing table. Following
are the rules to update routing table information:
i. Select route with higher destination sequence number.
ii. Select the route with greater metric when sequence numbers are

equal.
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2.2 AODV Adaptation

The routing table structure and routing packets are same as that of conventional
AODV. Except the Metric field is the path stability metric [3]. In RREQ and
RREP, metric field contains the path stability metric of path yet traversed. The
metric field for a zero hop entry, i.e. a path from a node to itself, is equal to N-1
where N is size of link life time array [2].
1. Each node exchanges HELLO packets periodically with neighboring nodes

to maintain neighborhood information. Each time a node receives a HELLO
packet, it updates the link life time data structure [2].

2. When node wants to send a data packet to a destination and it has no route
to the desired destination then it broadcasts a RREQ packet with metric
field initialized by N-1.

3. Any node that receives a RREQ does the following:
(a) Node will calculate the link stability metric for the link on which RREQ

is received. Then it will calculate the path stability metric and will assign
it to metric field of RREQ.

(b) If the node has already received the RREQ (which is identified using the
unique identifier), node will compare the metric of old and new RREQ. If
metric of new RREQ is greater, then this new RREQ is also broadcasted
and the reverse route entry is updated to use this new link. Otherwise
this RREQ is discarded.

(c) Else the reverse route entry is updated to use the link on which RREQ
was received.

(d) If the node recognizes its own address as the destination, the request has
reached its target. So RREP is formed by copying the source address, des-
tination address and the current sequence number of destination. Metric
field is set to N-1.

(e) Else it checks cache to have a valid route to destination. If such a route
is found, RREP is formed.

(f) If a RREP is formed during steps d or e then this RREP is unicasted
back to the source by using the reverse route entry i.e. on the link from
which RREQ was received.

(g) Otherwise, the node broadcasts this updated RREQ.
4. When a node receives a RREP it updates the metric field of RREP and

executes the following steps:
(a) If it is a new RREP then node forms forward route entry and simply

forwards the route reply using the reverse route entry if it is not the
destination i.e. the originator of RREQ.

(b) If it is a old RREP then it checks whether the route reply has a new
sequence number or a greater metric in case of same sequence number.
If this is the case then it updates its forward route entry. If it not the
originator of RREQ then it forwards the route reply by using the reverse
route entry.

5. When a link in some active path is broken, then the node upstream to it
sends RERR to the nodes in the routes precursor list. When a node receives
RERR it marks the path as invalid and similarly sends RERR.
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3 Evaluation

The simulations were carried out by modifying the MANET routing protocol
code of NS [16]. Refer [1] for detailed description of simulation setup. The original
and modified protocols are compared in terms of three metrics namely Fraction
of total data packets received, Routing overhead, and End-to-end delay. The total
number of packets received [1] for modified version is always less than the old
one. Most of the packets are dropped in modified version. Unavailability of route
is the reason behind this. A route needs to satisfy the criteria of stability for
becoming a valid route. If it fails to do so the packets are queued or dropped if
queue is full. Routes discovered by adapted algorithm are generally longer than
the conventional algorithm. This results in increased routing overhead [1].

The end to end delay for a packet is considerably reduced in the modified
version as seen in Fig. 1 and Fig. 2 for DSDV and AODV respectively. Reduced
waiting time in queue is the reason for this. In conventional version the packets
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are dispatched from the source in very less time as the delay in finding a route
is very less. But as the nodes move the path discovered become invalid. The
packets which were on the path need to wait in queues of intermediate nodes.
The next path to destination is searched and the packets again start flowing.
But the frequent interruptions make the overall waiting time large. But in the
modified version the packets arrived do not have to wait in queue for long time
as the path is more stable and remains up for more amount of time. The initial
waiting time is although more than the conventional protocol, but as soon as a
path is discovered the flow is seamless. Thus the overall waiting time is less.

4 Conclusion and Future Work

The designed adaptation is rather restrictive in its operation and not suited for
general purpose applications due to reduced throughput and increased overhead.
But in case of real time applications the adaptation will outperform the tradi-
tional protocols. The protocol will be able to serve soft real time systems like
video conferencing with a resource reservation strategy, which the traditional
one cannot. The performance of protocol in such a real time environment is yet
to be tested, but the simulation statistics indicate that it will perform better
than the traditional version. This adaptation is a step forward for development
of QoS support in ad hoc networks.

Future possibilities include, using a weighted average of hop count and sta-
bility metric as the selection criteria. This will be a mid way between the tradi-
tional version and the modified one. A running weighted average can be expected
to adapt according to the network characteristics. Also, a resource reservation
strategy is to be developed to be used along with the proposed scheme to sup-
port QoS.
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In 1952, the transistor was invented. In 1953, the double helix structure of DNA
was discovered. These two milestones have revolutionized the respective fields of
computer science and biology. Biology is now on the verge of another revolution
in which computation is playing a central role.

1 Biological Landmarks

Gregor Mendel, the father of modern genetics, published a paper in 1886 that pi-
oneered the experimental study of genetics. His famous laws are called Mendel’s
laws. Prior to Mendel’s discovery, it was conjectured that some discrete physical
entities present in all living organisms control hereditary characteristics and that
these entities are passed from parents to offspring of organisms. By early 20th
century, these entities were called genes. It was recognized that that the genes
are carried by chromosomes. Chromosomes were discovered in 19th century as
threadlike structures in the nucleus of a eukaryotic cell that could be observed
under a microscope as the cells begin to divide. While the laws of life were still
mostly unknown in the early 1930’s, scientists theorized that like all particles
in the human body, genes must be composed of molecules. Two famous physi-
cists Niels Bohr in 1932, and Erwin Schrodinger in 1944, attempted to explain
the nature of life based on a molecular theory. Their theories had errors, but
the involvement of these two famous names with biology inspired other young
physicists like Max Delbruck and Paul Brenner to attempt to understand the
chemical nature of the gene.

Biochemical analysis of molecules concluded that chromosomes contain both
DNA (Deoxyribonucleic acid) and protein. The fundamental question was: which
element of the chromosome constitutes hereditary genetic material? DNA or pro-
tein? In view of the varieties of proteins and species found in nature, proteins as
carriers of genetic information seemed to make more sense. However, this hypoth-
esis was overturned by a famous experiment by Griffith in 1942 and interpreted
by Avery. Avery discovered a fundamental principle of biology, called the trans-
forming principle. The search for the molecular structure of DNA also attracted
several well known scientists such as George Gamow and Linus Pauling.

The search for the molecular structure of DNA culminated with the discovery
of the double helix by James Watson and Francis Crick in 1953. This discovery
was preceded by several other important discoveries in biology: (1) Erwin Char-
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gaff found experimentally that in DNA the number of adenine (A) residues
equals the number of thyamine (T) residues and that the number of guanine
(G) equals the number of cytosine (C). This is sometimes stated as A=T and
C=G. But this does not mean that A+T equals C+G. In fact, the AT and CG
contents of different species vary considerably. For example, the malaria para-
sites are very AT rich. (2) In 1952, Rosalind Franklin of King’s College, London,
discovered using X-ray diffraction analysis that DNA has a helical structure. In
fact, she showed that DNA exists in two forms, the A-form and the B-form.
The Watson-Crick structure was the B-form of which she obtained an amazingly
clear X-ray photograph.

It is now well known that a DNA (deoxyribonucleic acid) consists of two
strands of nucleotides each consisting of a sugar-phosphate backbone strung
together by what is called a phosphodiester covalent bond and a string of ni-
trogenous bases A, T, C and G attached to the backbone. The two strands are
complimentary in the sense that A or C of one strand is always attached to T or
G, respectively, of the other strand by hydrogen bond(s) and the two strands are
wrapped up in the form of a double helix. The DNA or the polynucleotide has
two distinct ends. One end has the triphosphate group that does not participate
in forming the phosphodiester bond. This is called the 5’-terminus. At the other
end the 3’-hydroxyl group does not participate in the bond formation. This is
called the 3’-terminus. These two distinct ends imply that the polynucleotides
have a directionality: going from the 5’-3’ direction would be considered going
’downstream’; the 3’-5’ direction ’upstream’. Apparently, there is no limit to the
number of nucleotides that can be joined together or no strict specificity as to
the ordering of these nucleotides. Thus, the number of possible ’strings’ that can
be formed using this four letter alphabet grows exponentially with the length of
the string.

The total DNA content in the cell that carries the hereditary information of
an organism is called its genome. The human genome has an approximate size
of 3 billion base pairs. The biological information of the genome is essentially
contained in what is called the coding region of the gene. The coding region is
the template from which an enzyme or protein molecule is generated. The coding
region constitutes about 10% of the entire genome. This region contains genes
which encodes via combinations of DNA triplets (the genetic code) all possi-
ble amino acids, the basic ingredients of all proteins and hormones that a living
organisms need to function, to live and to die. The human genome has approxi-
mately 40000 genes, but a much larger number of encoded proteins are generated
through alternative splicing and post-translational modification. The process of
interpreting the instructions provided in the genes to produce the proteins is
called gene expression and involves a host of biochemical processes involving
transcription ( via messenger RNA) and translation ( via transfer RNA) and an
’assembly’ line of chemical factory via ribosomal RNA.

The above description is a brief summary of the basic biological processes
that takes place at the lowest level of hierarchy which sustains an organism
whose description is infinitely more complex. We will discuss a much simplified
model of this pyramid of complexity.
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2 Multilevel Hierarchy

“I think the next century will be the century of complexity” Stephen
Hawkins

Scientists attempt to analyze any complex system, natural or artificial, by
decomposing it into constituent subsystems and trying to formulate the rules of
interactions of these subsystems in terms of multilevel hierarchy of abstractions.
Let us consider first an artificial system like a VLSI microchip which is today
the end product of the transistor revolution (See Figure 1). At the lowest level of
hierarchy, we have the atoms and electrons which by themselves are very com-
plex systems worthy of study by physicists for the most part of 20th century.
At the transistor or semiconductor device level, we are interested in the nature
of the current flow constituted by the cloud of electrons which move under the
control of externally applied voltages to its ’terminals’. When this device is used
as a digital switch, the current flow is turned on or off. An abstraction of this
device is to say that it acts like a switch which can be in any of the two binary
states ’0’ or ’1’. In the next level of abstraction, the concern is how to inter-
connect these switches to realize logical gates like AND, OR and NOT gates.
When describing the function of a logical network, which is an interconnection
of logical gates, the details of electron flow and current flows have been hidden
from the model. The language and tools used to describe and analyze the be-
havior of the logical networks are quite distinct from those used in the lower
levels. The abstraction is now pushed upwards to build subsystems out of log-
ical networks, and a complete system out of an interconnection of subsystems.
Without the use of this hierarchical approach, it will be practically impossible
to build a complex VLSI chip that may have more than a billion transistors
[[Mead and Conway, 1980, Mukherjee, 1986]].

A biological system [[Brown, T. 1998, Alberts et al., 2000]] may be infinitely
more complex than a VLSI system but the multilevel abstraction paradigm is
still a powerful approach to understand such a system (See Figure 2).At the low-
est level of hierarchy we have the molecules of DNA that are glued together by
electrical, thermodynamic and chemical forces. In the next level of abstraction
we deal with sequences, in particular sequences of strings created from a four
letter alphabet A, T, C and G. The Genome project whose goal was to sequence
the entire human genome, was essentially concerned with this second layer of
abstraction. A whole set of biotechnology was developed in the 80’s and 90’s to
sequence whole genomes of organisms, beginning with the fruit fly and reaching
a milestone in 1996 when the entire genome of humans was sequenced. Several
technologies were crucial to these developments and include : 1) recombinant
DNA technology techniques where DNA sequences are cut with restriction en-
zymes and recombined with segments of DNA derived from different species; 2)
electrophoresis which can separate the DNA segments according to size; 3) PCR
(Polymerase Chain Reaction) technology which allows amplification of DNA se-
quences resulting in the production of multiple copies of a DNA fragment; 4)
and microarrays for fast sequencing as well as for measuring the expression levels
of genes. A parallel development along with these technologies is the emergence
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Fig. 1. Hierarchy of VLSI abstraction levels

of the field of computational molecular biology by mathematicians, statisticians
and computer scientists who contributed to the discovery of new and efficient al-
gorithms to compare sequences for similarity, multiple sequence alignment prob-
lems, new genes and pattern discovery and cross species genome analysis. All of
these are now contributing to our knowledge of how genes function, diagnosis of
inherited diseases and evolutionary biology.

The third level of abstraction is concerned with gene regulation, gene-protein
interaction, and signaling and gene expression. A DNA sequence is not only
an instruction set for producing a particular protein, it also encodes conditions
under which the instructions are activated. A gene may be spliced with inter-
vening introns with promoter or suppressor sequences flanked upstream near or
even very far from the gene clusters. The DNA sequence forms loops with itself
so that certain regulatory proteins can bind to these control sites to produce
chemical signals that act like signals in an electric network to control the tran-
scriptional activity. There are also transcription factors that have been highly
preserved through millions of years from yeast to human that can bind to en-
hancer sequences to initiate the transcription process. The next three levels of
abstractions are proteomics, cell function and biological pathways and system
biology. The primary structure of a protein is a linear sequence of amino acids.
All proteins in their stable natural states fold into characteristic three dimen-
sional structures which determine their functions in the living organisms. The
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linear structure can fold unto itself to create protein-protein or protein-ligand
interaction sites. The folded structures are called secondary structures, the most
common examples of which are the α-helix or β-sheet. A tertiary structure is
formed when groups of α-helices or β-sheets further bind by hydrogen bonds
to a more complex protein structure. The number of possible secondary and
tertiary structures grows exponentially with the length of the linear structure
and traditional methods of using x-ray crystallography and nuclear magnetic
resonance to study these structures is very difficult and costly. Protein lengths
in organisms may vary from 50 to several thousands of polypeptides. Because
the number of possible proteins of length l could be as large as 20l, the number
of possible protein structures is enormous. There are also quaternary protein
structures when more than one polypeptide chain interacts via both hydrogen
and ionic bonds and hydrophobic reactions. The largest known quaternary pro-
tein structure involves 40 separate polypeptide chains. Prediction of protein
structure using mathematical models or by computer simulation of molecular
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dynamics has become a very active and challenging research area. Structural
similarities between proteins also imply functional similarities. Algorithms to
determine structural similarities and multiple alignments of proteins have also
become another major challenge in proteomics. Understanding the structures of
proteins is fundamental to the understanding of cell life cycle and metabolism,
and biological pathways which control the functions of life of the organism at
the systems level. The protein structure determines its functions. Understanding
this relationship might lead to the discovery of new drugs and treatment proce-
dures. The complexity and varieties of proteins are really mind boggling. In a
human cell, there are about 100 million proteins of about 30,000 different types.
Each cell contains the genetic code for every possible protein. What function a
particular cell will assume (viz. muscle, neuron, ligaments, liver etc), depends
on the expression levels of genetic codes in that particular cell.

In the next level of abstraction, the object of study is cell - how it functions
as an almost autonomous entity, how it interacts with its environment, how
biological pathways maintain its functions and nutrients, what enzymatic signals
control multicellular development, cell to cell communication, cell division and
a host of other complex phenomena involved in morphogenesis and morphologic
evolution. Needless to say, these are core biology problems which are now being
addressed by teams of interdisciplinary researchers.

At the highest level of abstraction we are dealing with the whole organism
which is the model of life. In recent years, several hundred microbial genomes
have been sequenced. More than 50% of the genes found in these genomes have
unknown functions. Within several years, this number of such genes might jump
to hundreds of millions if we include higher organisms. Since genes, proteins,
regulatory processes and cells do not work in isolation, a systems approach to
derive the basic principles of working of life has to be developed. We might take
several centuries to begin to understand it or perhaps we will never be able to
understand it because of its deep philosophical and cosmological dimensions.

3 Exponential Growth of Biological Data

The human genome contains about 3.1647 billion base pairs. Improvements in
sequencing technology and the increased use of special purpose computer al-
gorithms for sequencing are major factors that lead to completion of human
genome and genomes of several other species. It is estimated that the number
of nucleotide bases double approximately every 14 months, while genomes are
being sequenced at a rate of 15 complete genomes per month (see Figure 3).
In February 2002, GENBANK contained approximately 17,089,000,000 bases in
15,465,000 sequence records. Within a period of two months, the total number
recorded was 23,099,919,533. A similar trend in growth has been observed for
other databases that house biological data such as the SWIS PROT (for protein
sequences) and PDB (for protein 3D structures).

An important new challenge facing researchers is to make sense out of this
huge mass data. This has heightened need for efficient and effective algorithms for
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Fig. 3. Exponential growth of biological data

the analysis, annotation, interpretation and visualization of biological sequences.
The revised goal of the Human Genome Project emphasizes research in the de-
velopment of tools for genome-scale analysis of proteins and for improved rep-
resentation and analysis of sequence variations and sequence similarity. Clearly,
this challenge has implications not only for the Human Genome Project, but
also for other genome-scale projects, such as those for microbial genomes, plant
genomes, and genomes of other organisms, such as the mouse, puffer fish etc. We
now have the prerequisite technologies to create massive biological data sets. In
order to be able assimilate this data and make biological sense out of it, data
management, modelling and simulation tools along with faster computer and
networks connecting research laboratories world wide will be absolutely essen-
tial. The community of distributed and parallel processing researchers has thus
been uniquely challenged to participate in this development.

4 Computational Challenges

Fortunately, some of the foundational work on mathematical biology and algo-
rithm developments were undertaken in the 70s and 80s long before the technol-
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ogy for rapid sequencing was in place. Some of the basic classes of algorithms
that have found significant applications are listed as follows:

4.1 Algorithms for Exact String Matching

These include the famous Knuth-Morris-Pratt linear time pattern matching al-
gorithm, BoyerMoore algorithm and multiple pattern matching algorithm of
AhoCorasick and those based on suffix trees. These algorithms can be used to
find known patterns such as sequence tagged sites (STS), expressed sequence tags
(ETS) and CpG islands. STS and ETS have been used for mapping genomes at
low resolution. CpG islands corresponds to infrequent occurrences of the dinu-
cleotides CG (across the strand as opposed to a base pair) around promoter or
start regions of many genes where the natural tendency of C being chemically
modified by methylation is suppressed. Besides these, exact pattern matching
algorithms are useful to locate binding sites, promoter sequences and other gene
regulatory sequences. Exact pattern matching algorithms also find application in
determining overlapping DNA segments in shotgun sequencing methods, analysis
of repetition structures, finding DNAbinding protein motifs.

4.2 Pattern Discovery in DNA Sequences

Pattern discovery in DNA sequences is a fundamental problem in computational
biology. Typical problems in this class include finding exact or approximate
matches in the DNA sequences for gene regulatory elements, finding transcrip-
tion factor binding sites in the promoter regions, finding gene clusters that are co-
regulated or coexpressed or finding specialized motifs. The most commonly used
approach to finding regulatory patterns is to look for what is called a monad pat-
tern which is a contiguous short string. A more precise description of the problem
is to find patterns of the form (l,d)-k , where l is the length of the pattern, d is the
maximum number of mismatches allowed, and k is the minimum number of times
the pattern is repeated in t samples. Earlier approaches to this problem used a
greedy CONSENSUS algorithm the stochastic GibbsDNA algorithm and MEME
all of which have a high probability of success only for sequences of length 100,
falling drastically to 10% probability of success when the sequence length is about
800. Several authors proposed algorithms base on branch-and-bound approach
[[Marsan and Sagot, 2000, Eskin and Pevzner, 2002]] which have high computa-
tional cost, particularly for longer motifs. These motivated several researchers
to develop combinatorial approaches to the problem [[Pevzner and Sze, 2000,
Eskin and Pevzner, 2002]]; see [[Pevzner, P.A., 2000]] for other references and
a complete treatment of this topic]. The time-complexity of some of the best
known algorithms in the last class of algorithms is O(nt2ld(|σ|)d), where t is
the number of input sequences, and n is the length of each input sequence and
|σ| is the size of the alphabet, which is 4 for DNA sequences. We have devel-
oped two new algorithms (VijayaSatya and Mukherjee, 2004] for this problem.
The first algorithm takes O(n2t2l

d
2 |σ| d

2 ) and space O(ntl
d
2 |σ| d

2 ), and the second
algorithm takes O(n3t3l

d
2 |σ| d

2 ) time using O(l
d
2 |σ| d

2 ) space. In practice, our algo-
rithms have much better performance provided the d

l ratio is small. The second
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algorithm performs very well even for large values l and d as long as the d
l ra-

tio is small. Both the algorithms performed extremely well on the ”challenge”
problem posed by Pevzner of (15,4) on 20 input sequences of 600 nucleotides.
Many of the actual regulatory signals are composite patterns that are groups
of monad patterns that occur relatively near each other. These patterns are re-
sponsible for co-regulating genes that share two or more transcription factors.
A difficulty that arises in finding the composite pattern is that one compo-
nent monad pattern may be too weak (implying more mismatch distance) which
makes the monad based approach unsuitable. Real examples of this kind of sce-
nario has been found by [[Guha Thakutha and Stormo, 2001]] in a set of yeast
S. cerevisiae genes. Finding efficient algorithms for composite patterns remains
an open challenge.

4.3 Sequence Similarity Algorithms

The biological motivation for studying this problem comes from the fact that
high degree of similarity of bimolecular sequences usually implies significant
structural and functional similarity. After the first successful sequencing of the
genome of a living organism in 1995 of the bacterium Haemophilus influenza,
researchers identified 1743 sites as prospective gene sites. In order to determine
whether these sites are actually involved in protein synthesis, the coding regions
were translated into amino acid sequences using the genetic code. The resulting
amino acid sequences were then compared with a protein database that contains
for each known protein the corresponding amino acid sequences. The search
identified about 1007 close matches. Since the protein database is annotated
with functions, the close matches allowed coming up with strong conjectures
about the functions of these genes. Similarity of two sequences can be expressed
by their edit distance which is the minimum number of mutations (deletion,
insertion or substitution operation) in the DNA sequence that will transform one
sequence to the other sequence and vice versa. This is also sometimes expressed
by biologists by showing an alignment of the two sequences as illustrated below
for two sequences ATAGCCAT and AAGTCTAT ( [T,–], [–,T] and [C,T] stand
for deletion, insertion and substitution, respectively).

ATAGCCAT-
A- AGTCTAT

Let f(i,j) denote the number of alignments of one sequence of i letters with
another of j letters. Then, it has been proved that f(n,m) ≈ (1+

√
(2))2n+1n− 1

2 .
For n = 1000, f(1000, 1000) = 10767.4 alignments! The number of elementary
particles in the universe is about 1080 and Avogadro’s number is 1023. Needle-
man and Wunsch [1970] proposed a dynamic programming algorithm and a more
efficient version was developed by Gotoh[1980] to find global alignments of two
strings on length m and n taking O(nm) time. A much more useful problem is
to find local alignments of subsequences of two sequences. Surprisingly, a similar
dynamic programming algorithm taking O(nm) time was proposed by Smith and
Waterman [1981] to find all the local alignments. These two seminal work has
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opened up a floodgate of new sequence similarity algorithms using probabilistic
and more complex and realistic models of cost (alignment with affine gap scores,
PAM and BLOSUM scoring matrices) as well as algorithms for finding repeated
and overlapping matches. In practical situations where a data base having 100
million protein residues have to be searched against sequence lengths of a few
thousands, the dynamic programming algorithms, although mathematically el-
egant and correct, takes hours of computation time even with fastest machines.
For this reason, a set of very efficient heuristic algorithms have been proposed by
several researchers in the 90s Lawler and Chang 1990, Wu and Manber, 1992 and
Myers 1994] which have been incorporated in commonly used web based search
tools such as BLST and FASTA. The BLAST finds high scoring local alignments
for both DNA and protein sequences. It works by preprocessing the database to
obtain an index table to find short stretches or ’q-gram’s of exact matches. For
a particular query sequence, the algorithm then quickly finds the regions of lo-
cally maximum match areas and then extends these regions in both directions
to look for ungapped alignment or gapped alignments. FASTA is also a widely
used search tool. The underlying idea is similar to that of BLAST at the first
step. After finding the short exact matches, it looks for best diagonal matches
with ungapped extension and then joins the ungapped regions by gapped exten-
sions. In the final step, this approximate match region is then subjected to a full
fledged dynamic programming algorithm.

4.4 Multiple Sequence Alignment

The idea of alignment can be easily generalized to multiple numbers of DNA or
protein sequences. The purpose of multiple alignment is to extract faint or widely
dispersed commonalities of a set of strings rather than a pair of strings. This might
be due to common ancestral string from which all the strings have evolved. The
multiple sequence similarity is thus relevant for understanding the molecular basis
of evolution. It is well known that the closely related organisms have high simi-
larity between their genomes. Conserved sequences among the organisms reveal
past speciation, the structure of ancestral family trees and the role of mutation
in the evolution of these trees. Family trees constructed on the basis of gene sim-
ilarity is called gene tree. For example, by studying the similarity of the gene 16S
ribosomal RNA which turns on translation process of the nucleotide sequence to
a protein is conserved in almost all living organisms. Another kind of tree called
phylogenetic tree which depicts possible mutational events that caused a past an-
cestral species to diverge into extant species, has been successfully used to classify
groups of species into closely related sub-species. The time line of evolution can
also be inferred from this tree. Studying similarities within the individual organ-
isms in a species might also reveal whether certain individuals are prone to inher-
ited diseases. For multiple alignments of proteins, homologous residues are usually
aligned together in the same columns. Proteins are called homologous if they have
both three-dimensional structural as well as functional similarities. (The study of
protein structures and functions, prediction of protein folding mechanisms using
experimental and theoretical models and application of this knowledge to drug
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design has evolved into a new field called proteomics which we will not discuss in
this lecture.) A scoring model for a multiple sequence alignment is complicated
by the facts that it depends not only on conserved positions but also by the his-
tory of evolution. These two aspects can be addressed by a very complex idealized
model which estimates the probabilities of all the evolutionary events in the an-
cestral sequences. Simpler models based on sum-of-pairs, consensus function and
tree functions have used instead. The proposed solutions use multidimensional
dynamic programming approach which becomes very unwieldy if the number of
sequences and the length of the sequences is not very small. A host of other sim-
pler heuristic algorithms such as progressive alignment, profile alignment and iter-
ative refinement and hidden Markov model training methods have been reported
in the literature. The reader is referred to two excellent texts [[Gusfield, 1997]]
and [[Durbin et al., 1998]] for further details.

4.5 Phylogenetic Trees

All species of organisms on our planet undergo slow transformation throughout
ages. This process has been identified by the biologist as evolution. One central
problem in biology is to explain the evolutionary history of species and in partic-
ular, how species are related to each other and whether or not they shared a com-
mon ancestor. This is depicted by constructing a tree whose leaves represent the
present day species and whose internal nodes represent possible ancestors. Such
a tree is called a phylogenetic tree. With the advent of molecular biology, the
evolutionary processes have been linked to several basic processes at the genome
level such as insertion, deletion, substitution, inversion and transposition of its
DNA. All these operations are grouped under a common name called mutation.
In the past, biologists used morphology data (the so-called phenotypes: color of
hair, skin, eye, physical characteristics like presence of wings, length of arms,
legs etc) or biochemistry data (such as amino acid synthesis pathways) to come
up with taxonomy and ancestral relationship. In recent times, use of molecular
sequence data has g iven rise to a more precise science of phylogenies which
incorporates mathematical and algorithmic approaches. There are also many
software tools that have been designed based on these algorithms to re-create
phylognetic trees. There is a vast amount of literature and competing theories of
evolutionary biology and classification of species. The phylogenetic tree construc-
tion algorithms have been classified into two broad classes: maximum parsimony
based methods and distance-based methods. The detailed description of these
algorithms appear in standard text [[Gusfield, 1997]]. In view of the availability
of genomic data for both human and other species, the evolutionary biologists
have renewed their research and have come up with new and exciting insights.

4.6 Haplotype Inference Problem

One important goal of Genomic research is to identify the mutations that cause
common diseases, such as diabetes, cancer, stroke, heart disease, depression and
asthma. Inherited genes and environmental factors cause these diseases. Two un-
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related individuals might have the same 99.9% of their DNA sequences, but the
remaining 0.1% may be responsible for phenotypic differences such as color of
skin or eyes and, more ominously, risk factors for these fatal diseases. Sites in the
genome where the DNA sequences of at least 10% of the population differ by a
single base are called single nucleotide polymorphisms (SNPs). The nucleotides
involved in a SNP are called alleles. Almost all observed alleles are biallelic,
that is, only two nucleotides are involved in any SNP. In diploid organisms such
as human, each chromosome is made of two distinct copies of double stranded
DNA and each copy is called a haplotype. A child inherits exactly one haplo-
type from each parent in the absence of any recombinant event. If recombination
happens, a haplotype of the child may have parts of both haplotypes of parents.
To understand an individual’s variation, including susceptibility to inherited
diseases, we must determine the individual’s haplotypes. This has been a ma-
jor undertaking for research (http://www.hapmap.org/abouthapmap.html.en)
by the International HapMap project . Separating two chromosomes of an in-
dividual to analyze its haplotype content is possible but not practical. Current
technology is suitable for large scale polymorphism screening which identifies
the genotypes only. The genotype gives the base information at each SNP but
does not say which base occurs in which haplotype. For example, if the bases A
and G are alleles in a SNP, and if A or G occurs in both haplotypes, these cor-
respond to two cases of homozygous genotypes (denoted by ’0’ for no mutation
and ’1’ for mutation), whereas if A occurs in one and G in the other it is called
heterozygous genotype but we cannot infer on which chromosome each appear
(denoted by symbol ϕ). The haplotype inference problem is as follows: Given a
set G = (g1, g2, ..gi, , gn) of n genotypes where gi is a vector of m elements from
0, 1, ϕ, resolve the genotype by finding for each genotype a pair ¡h,k¿ of haplo-
types h = (h1, h2, hj , , , hm) and k = (k1, k2, .., kj , km) such that hj = kj equals
0 or 1 if the corresponding element in gi is 0 or 1, respectively and hi,ki is 0 or 1,
hi 	= ki if the corresponding element gi is ϕ and the number of total distinct hap-
lotypes in the resolution is minimum. The combinatorial resolution algorithms
proposed by several researchers [[Gusfield, D. 2000, Eskin et. al, 2003]] are based
on two observations: first, the human genome contains blocks that contain only a
few different haplotypes; second, it is reasonable to assume that haplotypes that
occur within a block have evolved according to a perfect phylogeny in which at
most one mutation event occurred at any site and no recombinant event has oc-
curred at any site. The algorithms have O(nm2) complexity and it still remains
an open problem whether a O(nm) algorithm exists. Several other algorithms
for the family of haplotype problems using statistical and dynamic programming
approaches have also been reported in the literature.

4.7 Molecular Simulation

plus .1em The biological system is an incredibly complex system. In order to dis-
cover basic principles of biology from the molecular points of view mathematical
modelling and simulation tools are absolutely essential. IBM’s Blue Gene project
(http://www.research.ibm.com/journal/sj/402/allen.html) is an example of such
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a large scale simulation initiative. In1999, IBM announced the building of a mas-
sively parallel computer to study bimolecular phenomena such as protein fold-
ing and to explore novel ideas inmassively parallel machine architecture and soft-
ware. IBM also plans to link up with teams of experimental biophysicists of pro-
tein dynamics and mathematicians worldwide to validate the simulation results.
The study of protein folding involves prediction of three-dimensional secondary
and tertiary structures from the given linear sequence of amino acids. Out of mil-
lions of possibilities, in itsnatural state the sequence takes a unique reproducible
three-dimensional structures in seconds whereas in laboratory test tube it might
fold into a random coil. Understanding the mechanism behind this behavior is
interesting from scientific point of view and might have practical significance in
drug design anddrug therapy.Biophysicists have studied the protein folding phe-
nomena from thermodynamic points of view involving free-energy, temperature
andphysical parameters.The simulation of molecular dynamics at different points
of transitions of protein from the linear to the stable three-dimensional struc-
tures involves computation of forces on atoms of the simulated model of the pro-
tein at increments of 10-4 seconds of simulated times for each increment of 10-
15 real time. To simulate a real life phenomenon of 100 microseconds, this might
take several years. The hardware configuration projected for a ”cellular” Blue
Gene architecture is a petaflop/s (1015 floating-point operations per second) com-
puter, with about 50 times the computing power of all supercomputers in the
world put together. For further details of the simulation project, the reader is
referred to the IBM website cited earlier. The US Department of Energy has re-
cently undertaken a big initiative called GTL (Genome to Life) program for the
21st century. The project is to develop over a period of 10 to 20 years provid-
ing facilities for whole genome analysis, production and characterization of pro-
teins, analysis and modeling of cellular system and characterization and imag-
ing of molecular machines [Frazier et. al., 2003]. The project will fund research
for collecting high-throughput data, advances in mathematical modeling, algo-
rithms and data management techniques and environmental microbiology.

4.8 Bionetworks

It will be appropriate to conclude this paper with a topic that brings back the
memories of Late Professor Arun K. Choudhury. In the early sixties, Professor
Choudhury and I started an investigation on switching networks. A few years
earlier in the late 50’s, Professors Choudhury and Mahalanabis started a research
effort on the study of non-linear feedback control systems with the help of the
analog computer that Profs. Choudhury and B.R.Nag built at the Institute of
Radio physics and Electronics. Both of these topics have emerged to be relevant
again in molecular biology.

One of the simplest mathematical models to analyze gene expression is a
Boolean network [[Tozeren and Byers, 2003 ]]. A bionetwork consists of a set
of nodes, each of which represents either a gene or a biological stimulus. The
stimulus could be physical factors like temperature, pressure, ion concentration
etc. The value associated with a node is either the amount of gene activity
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(viz. amount of mRNA available in the cytoplasm of the cell) or the level of
a stimulus. For each of these quantities a threshold can be defined such that
if the amount equals or exceeds the threshold, the node is turned ON ( state
’1’) and if the amount is below the threshold value, the node is turned OFF (
state ’0’). The state of the bionetwork is a configuration of states of some of the
nodes in the network. Obviously, if there are s nodes, the possible number of
states in the network is 2s. In living organisms, genes interaction of two nodes
via proteins can be depicted by a directed arrow connecting the stimulus gene
to the active gene. The network can have cycles and can be looked upon as a
sequential network or a feed back control system with analog input signals.

As an example of gene regulation in, biologists have studied in detail a clus-
ter of 3 genes (jointly called an operon) that control utilization of lactose (milk
sugar) in E.coli. lacZ: encodes an enzyme that splits lactose into glucose and
galactose. lacY : encodes for a protein that helps pump lactose from outside
environment to inside of the cell. lacA : encodes for an enzyme that degrades
carbon compounds to extract energy.There is also an additional gene lacI with
its own promoter and terminator which acts as a repressor which prevents RNA
polymerase to attach to the DNA sequence stopping transcription of the operon.
lacI acts as a regulatory gene. If there is no lactose, transcription of lac operaon
does not occur because the Lac suppressor attaches to the operator region pre-
venting RNA polymerase to bind. If there is also sufficient glucose within the
cell, a second regulatory gene called catabolic activator protein (CAP) just up-
stream the operator, prevents RNA polymerase to bind inactivating the operon.
Thus, the regulation of lac is a classic example a feedback control system. The
abundance of glucose in the environment suppresses the transcription of the en-
zyme which is required to convert lactose to glucose and lack of glucose in the
environment stimulates production of the enzymes needed for its conversion. In
more complex situations, there could be groups of suppressors and enhancers
which act in response to varieties of biochemical sensory inputs in seconds to
change the rate of expression of a gene or groups of genes. Metabolic pathways
are also examples of complex bionetworks which involve thousands of gene prod-
ucts . It can be said that the living cells are nothing but a network of signaling
pathways controlled by chemical reactions and enzymes. Researchers have devel-
oped data bases of pathways and gene networks of several organisms. One of the
best known of such knowledge repositories is the Kyoto Encyclopedia of Genes
and Genomes (KEGG: http://www.genome.ad.jp/kegg/ ).

5 Conclusions

With the advent of new automated sequencing and assembly tools, the capabil-
ities to acquire genomic data have become very powerful. This has given rise to
an exponential growth of genomic information. The need to process this data for
further scientific advances and to understand its role in heredity, chemical pro-
cesses within the cell, drug discovery, evolutionary studies, sequence analysis etc
have created new problems that are of interdisciplinary nature. The computer
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scientists, mathematicians, statisticians and bio-medical engineers will play key
roles in this development in the 21st century. For computer scientists, the chal-
lenge is to discover efficient algorithms, combinatorial or probabilistic, mathe-
matical modelling and simulation tools and computer architectures and software
that the new bio-technologies to develop for the good of human beings and help
understand the basic principles of life on earth.
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Abstract. Here we study a recently proposed watermarking scheme
based on “Wavelet Tree Quantization” (WTQ) which has been presented
by Wang and Lin in IEEE Transactions on Image Processing, February
2004. In the scheme, the wavelet coefficients corresponding to same spa-
tial locations are grouped together. Two such groups, selected at random,
are merged to form a super tree. Some of these super trees are quantized
to embed the watermark signal in the image. In the process of cryptanal-
ysis we can identify the groups which are quantized during watermark
insertion process. We then select the non-quantized groups and quan-
tize them to remove the watermark. Experimental results show that the
watermark is completely removed by this attack. The cryptanalysis falls
under cipher text only jamming attack which requires a single water-
marked copy.

Keywords: Cryptanalysis, Digital Watermarking, Information Security,
Multimedia Systems, Wavelet Transform.

1 Introduction

Lot of interest have been generated in past few years in the field of copyright
protection of digital contents. Researchers are coming up with new watermark-
ing schemes frequently. Most of these schemes are robust against signal pro-
cessing attacks and employ complicated signal processing techniques to gain
user confidence. However, most of the existing schemes have seldom been tested
for their security against serious cryptographic analysis other than routine sig-
nal processing attacks like rotation, cropping, random geometric bending (Stir-
mark) [15, 16], etc.. It is well known that the correlation based watermarking
schemes are vulnerable against collusion attack [5], but that may require large
number of watermarked copies which may not be available in practice. Recently
the most successful attacks are the ones that use a single watermarked copy for
cryptanalysis [2, 3, 4, 7, 10, 11, 14]. In the same line, here we present a successful
single copy attack against the watermarking scheme presented in [18], which we
will refer as WTQ in short.

Invisible digital watermarking system adds a signal s(i) to the host image I
to get the watermarked copy I(i) = I + s(i) which is visually indistinguishable

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 219–230, 2004.
c© Springer-Verlag Berlin Heidelberg 2004



220 T.K. Das and S. Maitra

from I. This watermarked copy I(i) is given to the ith buyer. The watermark s(i)

can be made buyer specific for forensic tracking if required. Now the watermark
retrieval algorithm works in the following way. The available image (may be
attacked using image processing or cryptanalytic techniques) I# is compared to
the original image I and a signal s# = I# − I is recovered. From s#, the buyer
i is suspected if s(i) possesses some significant correlation with s#.

Let us now briefly discuss the security concept of a digital watermarking
scheme from cryptographic viewpoint. We consider that the algorithm will be
known to the attacker as it is accepted in the field of cryptology and information
hiding [1, 8]. Thus, a scheme is considered to be secured if an attacker, who has
access to the algorithmic principle of the scheme but has no access to the key,
should not be able to tamper with the watermark [1, 8]. This cryptographic prin-
ciple was first introduced by Kerckohoffs [9] in 1883. There are several examples
to prove that“Security by Obscurity” (the assumption that opponent will remain
ignorant about the system being used) can’t work – latest one being the Secure
Digital Music Initiative (SDMI) challenge [19]. In the challenge, the algorithmic
principle of watermarking technologies were kept secret. In spite of this, authors
of [2] were able to successfully cryptanalyse the scheme. Thus while analyzing a
watermarking scheme, it is assumed that the scheme is known to the attacker
but the keys are unknown.

The existing watermarking models need to be analyzed using cryptanalytic
techniques as it is done for standard cryptographic schemes. We here look into
the watermarking scheme as a cryptographic model and provide an attack which
can be considered as a cipher text only jamming attack since the proposed attack
removes/invalidates the secret watermark using a watermarked copy only. Before
the deployment of a digital watermarking scheme in practice, it is required to an-
alyze the scheme in detail and it seems that the most of the existing schemes are
not robust with respect to customized cryptanalytic attacks. Here we mount the
attack on the WTQ scheme [18] and provide successful results by removing the
watermark. The robustness of the watermarking strategy is primarily evaluated
on the following two criteria: (i) how well the malicious buyer is identified (who
has intentionally attacked the watermarked image) and (ii) how infrequently an
honest buyer is wrongly implicated.

In the process of cryptanalysis one needs to construct an attacked image I#

from the available image I(i) in a manner that there is no significant correlation
between s# and s(i). Thus it will be impossible to identify the malicious buyer i
anymore. Moreover, I(i), I# need to be visually indistinguishable. Note that to
the attacker only a single copy of the image is available and he has no knowledge
about the watermark signal s(i) or the key. Though he may have access to algo-
rithmic principle of watermark embedding but he has no way to directly verify
that the watermark has been erased. He needs to convinced indirectly that the
correlation between s(i) and s# has been removed.

Let us now explain how our contribution positions itself with respect to some
recent ‘single copy’ attacks. The research in [10, 14] show an optimal way of
estimating a watermark given only a watermarked signal without any access
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to the decoder. Our scheme is different to what has been explained in [10, 14].
In [10], it has been considered that the watermark is replicated several times,
which is not the case in WTQ scheme. In a similar direction, in [14], a specialized
attack has been mounted on a discrete sequence spread spectrum (dsss) audio
watermarking. Both the watermarking and the attack have been analyzed on
audio signals and it is clear that these attacks are not directly applicable on
WTQ scheme. The replacement attack [11] exploits the repetition of similar
kind of signal in the watermarked multimedia content. Hence this attack may
be placed in the category of collusion attack instead of ‘single copy attack’.

Another kind of attack, where the decoder is available in public domain,
needs to be mentioned in similar context [7]. In this model it is assumed that
the attacker has access to the decoder and he tries to gain knowledge about
the watermark by using the decoder as an oracle. However, in our attack, we
do not consider that this kind of facility is available. On the other hand, our
methodology, by itself, justifies that the watermarking signal in the WTQ scheme
can be completely removed. In [17, Page 122], a statistical removal attack has
been pointed out. The attack involves rewatermarking (watermarking the wa-
termarked copy further using the same or different watermarking algorithm)
the watermarked image several times and then trying to remove each of the
rewatermarks using some image transformations. It should be noted that re-
watermarking an image several time degrades the image quality. Moreover, the
exact image transformations that are required to remove the rewatermarks have
not been discussed in [17]. Further, it has not been identified how the attacker
will be convinced that the watermark has been removed.

It is pointed out in [18] that the WTQ scheme is an extension of “Opti-
mal Differential Energy Watermarking (DEW)” [12] scheme in wavelet domain.
In [3], cryptanalysis of DEW scheme has been presented. The basic idea in the
attack was to remove the energy difference created by the DEW scheme be-
tween two set of blocks. Similar to DEW, the WTQ scheme creates statistical
difference between two super trees during embedding. Here we present an attack
methodology whose basic philosophy is similar to that of of [3] but actual im-
plementation is quite different to that of [3]. In fact, the attack presented here
is different in the sense that we are able to identify the wavelet groups affected
due to watermarking, unlike that in [3].

In this paper we present a complete watermark removal strategy on the
scheme proposed in [18]. The scheme is described in the next section. In sec-
tion 3, we present the attack techniques in detail. In section 4 experimental
results are presented to support the claim.

2 The WTQ Scheme

The “Wavelet Tree Quantization (WTQ) for Copyright Protection Watermark-
ing” scheme [18] introduces the watermark in wavelet domain. The host image
is subjected to Discrete-time Wavelet Transform and wavelet coefficients corre-
sponding to same spatial location are grouped together. Let the number of such
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groups be 4m. Super trees are formed by merging two randomly selected groups.
Then the number of super trees is 2m. Let us enumerate the super trees by Tk,
for k = 1 . . . 2m. Consider that the watermarking signal is a binary sequence
of m many ±1’s, w = w1w2 . . . wm. A watermark bit wk is embedded using
two such super trees T2k−1, T2k. That is, given a super tree Tl, it is related to
the bit w� l

2 �. Depending on the watermark bit wk, one of the two super trees
T2k−1, T2k is quantized with respect to quantization index qk. The quantization
index qk is chosen in such a manner that the two super trees used to embed the
watermark bit, exhibit large enough statistical difference after quantization. Nor-
malized cross correlation between the extracted watermark w# and embedded
watermark w is used as the confidence measure during verification.

The host image I is subjected to four levels of wavelet transform [13]. As
mentioned earlier, the wavelet coefficients corresponding to same spatial location
form a group. Figure 1 shows three such grouping. So the number of available
groups is equal to the total number of coefficients in the wavelet band C4,1, C4,2,
C4,3. A group will contain 21 wavelet coefficients as follows: one coefficient from
C4,3, 4 coefficients from C3,3 and 16 coefficients from C2,3. Two such groups are
combined to form a super tree, thus there will be 42 wavelet coefficients in a
super tree. Embedding procedure uses two such super trees (i.e., four groups) to
embed a single bit of watermark.
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Fig. 1. (i) Four Level Wavelet Transform (left), (ii) Grouping of Wavelet Coefficients
(middle), (iii) Bit matrix of a super tree (right)

Quantization of a super tree T2k involves removal of some of the bits from
the LSBs of the constituent wavelet coefficients of the super tree. Let us consider
that each wavelet coefficient is represented by a (p+1) bit number. Thus we can
interpret a super tree as a two dimensional matrix of bits, having (p + 1) rows
and L columns. Each column (of bits) represents a wavelet coefficient value and
is denoted by x2k(j). In the specific case mentioned in Figure 1, L = 42, the
number of constituent wavelet coefficients in a super tree. First row of the matrix
represents the MSBs of all wavelet coefficients in a super tree. Similarly last row
represents the LSBs. Each row also known as bit plane and bit plane 0 is the LSB.
The sign bit is not considered in this discussion. The quantization index qk is
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related to wk, and it is same for both the super trees T2k−1, T2k. Now quantizing
the super tree with respect to index q� 2k

2 �, i.e., qk (qk gives the count up to the
coordinate (a, b) in the bit matrix) means all the bits after the location (a, b) get
removed. The process of quantizing a specific wavelet coefficient x2k(j) (i.e., jth
column) in the selected super tree is denoted by Q[x2k(j)]qk

. The quantization
step size is denoted by ∆2k which means, ∆2k(j) = 2a if j ≤ b, otherwise
∆2k(j) = 2a+1.

The quantization index qk represents the number of bits discarded during
quantization. The quantization error is given by e2k(j) = Q[x2k(j)]qk

− x2k(j).
The total quantization error E2k(qk) of the selected super tree is the sum of
absolute differences between wavelet coefficients before and after quantization
and is given by E2k(qk) =

∑L
j=1 |e2k(j)|. It is apparent that larger the value of qk

larger the value of quantization error. Also the value of qk directly influences the
quality of the watermarked image and it should be less than certain pre-defined
maximum qmax.

During embedding, two super trees T2k−1 and T2k are used to encode a single
watermark bit wk. Smallest quantization index is calculated in such a manner
that E2k−1(qk) and E2k(qk) should be greater than some predefined threshold
E , known as reference error. Reference error E provides a trade-off between the
watermarking strength and watermarked image quality. Thus, depending on the
watermark bit wk, one of the two super tree is quantized with respect to qk.

Algorithm 1

1. Generate a pseudo random sequence w of length m using a secret seed S.
2. Compute the wavelet coefficient of the host image I.
3. Group the coefficients and arrange them randomly using the same seed S.
4. Merge two groups to form a super tree Tk, for k = 1 . . . 2m.
5. For k = 1 . . .m do

(a) qk = 1, E2k−1(qk) = 0, E2k(qk) = 0
(b) While ((E2k−1(qk) < E or E2k(qk) < E) and (qk < qmax))

i. Calculate E2k−1(qk), E2k(qk).
ii. qk = qk + 1.

(c) If (wk == 1) quantize T2k−1, otherwise quantize T2k.
6. Compute inverse wavelet transform to get watermarked image Iw.

Extraction algorithm is correlation based, i.e., correlation between the em-
bedded and extracted signals is used as the confidence measure in verification
procedure. The (attacked) watermarked image is subjected to wavelet transform
and super trees are generated using the same seed S used during embedding.
Quantization error is re-calculated for super trees T2k−1 and T2k. For this, qk

has to be estimated. We denote this estimated qk by q′k. Now the number of co-
efficients having very little quantization error with respect to q′k (see algorithm
below) in each of the super trees will determine the decoded bit. Let us denote
number of coefficients in T2k−1 having |e′2k−1(j)/∆

′
2k−1(j)| < ε by N2k−1. Simi-

larly number of coefficient in T2k having |e′2k(j)/∆′
2k(j)| < ε is denoted by N2k.

Here ε is a predefined threshold. Now let us describe the watermark extraction
algorithm in detail.
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Algorithm 2

1. Generate a pseudo random sequence w having length m using the same secret
seed S taken at the time of embedding.

2. Wavelet transform the (attacked) watermarked image I#.
3. Group the coefficients and arrange them at (pseudo) random using the same

seed S.
4. Merge two group to form a super tree Tk, k = 1 . . .m.
5. For k = 1 . . .m do

(a) q′k = 1, E2k−1(q′k) = 0, E2k(q′k) = 0.
(b) While ((E2k−1(q′k) < E and E2k(q′k) < E) and (q′k < qmax))

i. Calculate E2k−1(q′k), E2k(q′k).
ii. q′k = q′k + 1.

6. Calculate N2k−1, N2k and if N2k−1 > N2k then w#
k = 1, else w#

k = −1.

7. Compute normalized correlation coefficient ρ =
∑m

k=1
wkw#

k

m .
8. If (ρ > ρT ) watermark present; otherwise it is absent. Here ρT is a pre-

defined threshold.

In [18], ρT has been taken as low as 0.23 for experimental set up. We show
that after our attack (presented in the next section) this value comes to be at
most 0.04, thus the watermark extraction fails.

3 Cryptanalysis of the WTQ Watermarking Scheme

It is evident from the exhaustive experimentation in [18] that the WTQ water-
marking scheme is robust against the signal processing attacks. Authors claimed
that the scheme is robust against certain kind of bit removal attack. It is also
pointed out that the exact knowledge of constituent groups of a super tree is
required to remove the watermark, otherwise the quality of the attacked image
gets affected. However, we show that it is possible to identify those groups from
which bits are removed during watermark embedding. Thus one can identify
the groups that remained unaltered during watermark embedding and quantize
those groups also. This is the basic strategy of our cryptanalytic technique. We
are also able to calculate the reference error E quite accurately from the water-
marked image. Before presenting the exact attack, let us highlight the following
points regarding WTQ watermarking scheme.

(1) It is hard to reconstruct the super trees as existed during watermark em-
bedding without the knowledge of the secret seed S, but we will show that
identification of quantized and non-quantized groups are possible.
(2) Extraction of watermark exploits the information that one set of super
trees are quantized and another set is not quantized. If one quantizes the non-
quantized super trees also, it is clear from the nature of watermark extraction
algorithm that the process gets unreliable. However, proper quantization requires
proper estimate of reference error E . We will show that estimation of the refer-
ence error E is possible from the set of quantized groups.
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(3) The verification stage is correlation based, i.e., correlation between the ex-
tracted and embedded bit string is used as the confidence measure. If one removes
this correlation without affecting the image quality then the attack becomes suc-
cessful.
(4) Randomly selected groups are used to construct a super tree. This random-
ness fails to provide any security as attacker do not require the knowledge of
super trees for a successful attack. Knowledge of groups, which is image depen-
dent, but not dependent on secret seed S, is enough for successful removal of
correlation.

Let us first present the algorithm to find the nature of a group, i.e., whether
a particular group belongs to a quantized super tree or not. To the attacker, only
a single watermarked copy of the image is available and he possesses no other
information regarding the secret seed used during watermark embedding. Let
us denote the group quantization index by q̂r, which is the quantization index
applicable to the group Gr. The idea is similar to quantization index of a super
tree but here it is applicable to a group. Similarly we define quantization error
êr(j) and total quantization error Êr(q̂r) and are given by

êr(j) = Q[xr(j)]q̂r
− xr(j), Êr(q̂r) =

n∑
j=1

|er(j)|.

Here xr(j) is a constituent wavelet coefficient of the group Gr and n is the
number of wavelet coefficients in a group.

If we consider each group as a two dimensional matrix of bits, like that of
a super tree, we actually need to inspect the last row ( LSBs of constituent
wavelet coefficients ) of the bit matrix to get an idea whether the group is
already quantized or not. If almost all the bits at the last row are absent, one
can conclude that the group is quantized. However, to reduce the chance of
false identification, we inspect the last two rows of the bit matrix, i.e., we set
q̂ = 2n. Here n is the number of wavelet coefficients in a group, i.e., number
of bits in a row as explained in Figure 1(iii) for a super tree. Let us denote
the set of groups containing quantized and non-quantized groups by S1 and S2

respectively. The proposed algorithm to distinguish between the quantized and
non-quantized groups are as follows.

Algorithm 3

1. Compute the wavelet coefficients from the watermarked image Iw.
2. Generate the group information. Let us denote the groups by Gr, r = 1 . . . β,

where β is the total number of available groups.
3. For r = 1 . . . β do

(a) Quantize Gr with respect to quantization index q̂.
(b) Calculate quantization error Êr(q̂) of the group Gr.
(c) If (Êr(q̂) ≤ τ) group Gr belongs to a quantized super tree, i.e., Gr ∈ S1.

How to fix the value of τ will be discussed in Section 4.
(d) Otherwise the group Gr comes from a non-quantized super tree, i.e.,

Gr ∈ S2.
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Our strategy of cryptanalysis mainly depends on quantization of non quan-
tized groups. Thus during attack, we like to find out all the groups which are non
quantized and quantize them. One strategy could be to quantize all the groups,
irrespective of whether they are quantized or not. That will work perfectly for
removal of the watermark signal. However, on the other hand, we need that the
attacked image should have good image quality. This requires the knowledge
regarding the amount of quantization that has been incorporated during water-
mark embedding. Thus, we like to over estimate the set S2, such that it should
contain all the non quantized groups. In the process S2 may contain some quan-
tized groups also. That means S1 should not contain many non quantized group
(it is underestimated and miss some quantized groups in the process). The quan-
tization error is estimated by studying the number of bit planes removed most
frequently. So even if S1 is underestimated, the estimation of quantization error
(see Algorithm 4) will not suffer if S1 contains a sizeable amount of quantized
groups. See Table 1 for the estimation of S1 and Table 2 for the success of our
strategy in the estimation.

Extraction of watermark depends on the premise that the wavelet coefficients
belonging to a quantized super tree will have little quantization error upon re-
quantization and those belonging to non-quantized super tree will have large
quantization error. Thus quantizing the non-quantized groups leads to a situation
where all wavelet coefficients belonging to any two different super trees will
have similar quantization error making it difficult to decide the watermark bit.
Thus if the value of reference error is known to the attacker, he can quantize
the non-quantized groups which will render the watermark extraction algorithm
ineffective. A super-tree consists of two wavelet groups which are operated on a
similar way, thus reference error EG for a group should be half of E . As the value
of reference error is not known to the attacker, he needs very good estimation
of that for a successful removal attack.

Let us now discuss how bit plane removal affects individual wavelet coeffi-
cients. A wavelet coefficient x(j) can be written as x(j) = a120 + a221 + . . . +
ap+12p, where ai is the bit at bit plane (a row) i−1. Now if one removes the LSB,
i.e. bit at bit plane 0, it will reduce the value of x(j) by 1 if a1 = 1. Similarly
if one removes the bit at bit plane i the value of x(j) will be reduced by 2i, if
ai+1 = 1. Now if one considers that the numbers of 0’s and 1’s are almost equal
at some bit plane i, then the sum of reduction due to removal of bit plane i is
given by L

2 2i. We have experimented exhaustively and found this assertion true
for i < 5. Thus if one removes α many bit planes, total reduction in values of
wavelet coefficients is given by δ = L

2 (20+21+. . .+2α). The amount of reduction

Table 1. Quantized Group Identification

Image # IQG # CIG
Lena 843 756

Goldhill 958 904
Peppers 875 802

Table 2. Reference Error Estimation

Image Actual E Estimated Eest

Lena 100 105
Goldhill 100 105
Peppers 100 105



Cryptanalysis of “Wavelet Tree Quantization” Watermarking Scheme 227

δ is termed as the reference error E in the watermark embedding and extraction
algorithm. Thus the knowledge of α provides the knowledge of reference error E .
In fact, one can determine the value of α (and hence δ) for each group and take
the average of those δ’s as a reference error EG. Alternatively one can choose
a few most prevalent values of α and corresponding values of δ. Then take the
average of those δ’s as reference error EG, which we use here. Reference error
estimation algorithm is as follows.

Algorithm 4

1. Let the number of element in S1 be s.
2. Let us use an array of integers P [1 . . . s].
3. For r = 1 . . . s do

(a) Consider the bit matrix corresponding to group Gr ∈ S1.
(b) For bit plane i = 0 . . .max

– Let the number of ones and zeros at bit plane i be b1i and b0i respec-
tively.

– If ( b1i ≈ b0i ), i.e., the bit plane is not removed, go to Step 3.
– P [r] = i.

4. Let us denote the distinct numbers with highest and second highest frequency
in P [1 . . . s] by α1, α2 respectively.

5. E1 = n
2 (20 + 21 + . . . + 2α1), E2 = n

2 (20 + 21 + . . . + 2α2), where n is the
number of wavelet coefficients in a group.

6. Estimated reference error of a group EG
est = E1+E2

2 .

After the estimation of the reference error EG
est (see Table 2 for experimental

results regarding estimation of reference error) applicable to each group, we will
quantized each non-quantized group (in S2) in such a manner that quantization
error is always greater than or equal to EG

est. Actual algorithm for quantization
is presented in Algorithm 5 as follows.

Algorithm 5

1. Read the watermarked image Iw and perform forward wavelet transform up
to four level to get Iw

T .
2. Generate List of quantized and non-quantized groups from Iw

T using Algo-
rithm 3.

3. Compute ( estimated ) reference error EG
est applicable to a group using Algo-

rithm 4.
4. Quantize the non-quantized groups such that quantization error EG ≥ EG

est.
5. Compute inverse wavelet transform to get the attacked image I#.

Now consider the following scenario. One needs to extract the watermark
from the attacked image I#. From the seed one could generate the super trees
T2k−1 and T2k but instead of one super-tree both of them are now quantized.
Thus the number of coefficients having quantization error less than ε in the super-
tree T2k−1, T2k will be almost equal, which makes it difficult to determine the
watermark bit and the recovered string w# will be a random binary string having
almost no correlation with the watermarking signal w. The claim is further
supported by the experimental result presented in Table 3.
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Table 3. Results presenting the success of Cryptanalysis

Image Length of Watermark Value of E Correlation PSNR(w,a)
Lena 512 100 0.02 42.75 dB

GoldHill 512 100 -0.01 39.31 dB
Peppers 512 100 0.04 41.23 dB

4 Experimental Results

Now we present the experimental results in support of our claim. To have proper
comparison, we use the same set up as given in [18]. Host images having size
512× 512 are watermarked using WTQ watermarking scheme and the length of
watermark m is taken to be 512. The host image is subjected to four levels of
wavelet transform. The value of reference error E is 100 and that of largest quan-
tization index qmax is 336. Correlation threshold ρT is set at 0.23. As mentioned
earlier that the number of groups quantized is twice the length of watermark, i.e.,
number of quantized groups will be 2m = 1024, out of available 3072. Also there
are 1024 more non quantized groups which are used in the algorithm. The rest of
the groups are non quantized and not considered during watermark embedding.

We run Algorithm 3 to generate the list of quantized and non-quantized
groups. As mentioned in the Algorithm 3, we inspect last two bits of each wavelet
coefficient, i.e., bit planes 0 and 1, to decide the nature of the group. If two
bit planes are removed then the total reduction of values in a group will be
δ = 21

2 (20+21) = 31.50 under the assumption that the number of ones and zeroes
in a bit plane are almost equal. Now the value of τ in step 3c of Algorithm 3 is set
at 15% of δ. Our aim is to fix the value of τ in such manner that the set S1 contain
only quantized groups and very few non quantized groups (underestimated),
which will ensure proper estimation of reference error EG

est. Also setting the value
of τ very low will include some of the quantized groups in S2, the set of non-
quantized groups. Inclusion of some of the quantized groups in set S2 will not
degrade the image quality at a non acceptable level as re-quantizing an already
quantized group with similar value of reference error will lead to very few bit
removal, if any. Results for estimation of S1 are presented in Table 1 below (in
this table, #IQG denotes “number of Identified Quantized Groups” and #CIG
denotes “number of Correctly Identified Groups”).

There are 1024 many quantized groups. It is evident from Table 1 that the Al-
gorithm 3 works well to identify the quantized groups against the non quantized
groups. Successful identification of quantized groups will help us to estimate the
reference error EG. Next we present simulation results regarding estimation of
reference error in Table 2. The estimated reference error Eest = 2EG

est.
It is evident from Table 2 that the estimated value of reference error Eest

is very close to actual value, in fact estimation error is always less than 10%.
The reason it is same for all the three of the above mentioned images is that
the values of α1, α2 are always found to be 2, 1 respectively. Thus the values of E1,
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E2 in Algorithm 4 comes out be 73.5, 31.5 respectively, which leads to the value
of EG

est = 52.5.
We use the value of EG

est in the Algorithm 5 to generate the attacked image
I#. In Table 3, we present the values of correlation coefficient ρ for different
images and the value is always less than the threshold ρT = 0.23 mentioned
in [18]. In fact, it is almost close to zero.

In Table 3, we also present PSNR values of attacked image with respect to
watermarked image. Note that the attacked image is of high visual quality as
evident from the PSNR values. Here PSNR(w,a) indicates PSNR value of the
attacked image with respect to the watermarked image.

In [18, page 163] the authors also consider bit removal attack. They have
presented the experimental result that when fewer number of bit planes are
removed, then the correlation does not fall below the threshold 0.23. On the
other hand they claimed that the correlation becomes less than the threshold
only when more number of bit planes are removed, resulting in poor quality of
the attacked image. However, our strategy shows that the correlation can be
made very close to 0 with removal of only 3 bit planes after proper estimation.
This also keeps the quality of the attacked image very well as evident form the
PSNR values.

5 Conclusion

In this paper we cryptanalyse the WTQ watermarking scheme with just one copy
of watermarked image. The key to the attack is identification of non-quantized
wavelet coefficients in the watermarked image and to quantize them for removal
of the watermarking signal. Our method raises serious question on practical use
of the WTQ watermarking scheme. It would be of interest to see whether the
scheme can be modified so that the attack presented here can be resisted.
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Abstract. The safe delivery rule guarantees that any message delivered
to the application by the group communication system has been received
and acknowledged by all group members. In this paper, we present a
new multisignature scheme which can be used in client-server model of
group communication systems to deal with certain problems that arise
while implementing safe delivery rule in such systems. If security is in-
corporated into safe delivery rule by encrypting the acknowledgement
messages from each group member using group-key (to ensure message
integrity) or by requiring each member to digitally sign these messages
(to prevent malicious members from disrupting the system), the sender
of a message which receives these messages would have to decrypt or ver-
ify all these messages. The proposed multisignature scheme enables the
group communication server to combine acknowledgements of a message
from all group members into a single group-acknowledgement message
of constant size and send it to the sender of the message. This single
acknowledgement can be verified by any member in constant time and
thereby avoids the problem of having to perform n − 11 cryptographic
operations.

Keywords: Distributed systems; Secure group communication; Ack
implosion; Safe delivery rule; Multisignature.

1 Introduction

There are two important models for implementing group communication sys-
tems. One is the peer-to-peer model [1, 2, 3] in which a library linked to the appli-
cation implements the two main services of a group communication
system - the multicast service and the group membership service.

The other model for group communication is the client-server model[4, 5].
In this model, the application is linked to a library which, together with a set
of group communication servers(GCSs), provides the multicast and the group
membership service to the application. Every group member is connected to the
GCS nearest to it. In order to send a message to the group, a member has to

1 n is the size of the group.
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unicast the message to the GCS to which it is connected. The GCS will then
relay the message to the other GCSs. Every GCS will then forward the message
to all the group members connected to it. This model for group communication
is highly scalable. When a member sends a message, it only needs to wait for a
single acknowledgement from the GCS to which it is connected. The GCS will
send the acknowledgement(ack) only after it knows that all other group members
have acknowledged the receipt of the message. Thus, the sender of a message
does not have to deal with an ack implosion. The ack implosion is handled by
the GCSs. The GCSs can handle it more efficiently because every GCS receives
acknowledgements from a subset of the group members.

In the client-server model for group communication, since the group mem-
bers are separate from the servers, there is a scope for a third party to provide
group communication services to a group. While designing security in such a sys-
tem, it becomes necessary to consider the possibility of the GCSs intentionally
disrupting the synchrony within a group.

Most groups follow the safe delivery rule for group communication. According
to this rule, only those messages which are stable in the current group view are
delivered at any member in the current group view. Implementation of the safe
delivery rule requires the following three rounds of communication.

1. Application message from sender to group members.
2. Acknowledgement messages from group members to sender.
3. Safe indicator message from sender to group members.

The integrity of all these message can be verified by using message authenti-
cation codes(MACs) keyed by a secret key shared only by the group members.
A member accepts a received message only if it has not been tampered with. If
the system model has to take into account the presence of malicious members
also in the group, then every message must be accompanied by a digital signa-
ture on it by its sender so that the receiving member can verify the identity of
the sender. Digitally signed messages are used in Rampart [6] to manage group
communication in the presence of corrupt group members.

The safe delivery rule allows only those messages to be delivered which are
stable in the group. Therefore, every group member must verify the stability
of a message before delivering it. The stability of a message m can be verified
after verifying the n acknowledgements for m. In Rampart [6], a message is
delivered after verifying only 2n+1

3 acknowledgements. The necessity to verify the
authenticity of n acknowledgements and the O(n) size of safe indicator messages
makes this scheme unscalable if MACs are used and, more so, if digital signatures
are used.

In order to cope with this problem, there is a requirement for a multisig-
nature scheme which can combine n signatures over a message into a single
multisignature which can be verified in constant time. The (n,n) Threshold sig-
nature scheme proposed in [7] and the multisignature schemes proposed in [8, 9]
are not efficient solutions to this problem as explained in the next section. The
(t,n) Threshold signature scheme proposed in [7] cannot be used in group com-
munication systems supporting dynamic group membership. The multisignature
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scheme for broadcast architecture proposed in [10] is also not suitable for group
communication because the scheme requires a trusted third party to generate
the public and private keys of all group members. The sequential signature ag-
gregation schemes [11] are also not useful because of the long delay incurred in
signature aggregation. In this paper, we propose a new multisignature scheme
which can be used in group communication systems for generating secure group
acknowledgements of a message efficiently.

The rest of the paper is organized as follows. Section 2 gives a brief expla-
nation of why most of the existing multisignature schemes are not suitable for
combining acknowledgements of group members. In section 3, we present our
multisignature scheme, and describe how it can be used to implement safe de-
livery rule for GCSs. In section 4, we discuss the security aspects of the scheme.
Section 5 describes how the scheme is adaptable for use in GCSs supporting
dynamic membership. Section 6 concludes the paper.

2 Related Work

The generation of group acknowledgements can be done using the (n,n)
Threshold signature scheme proposed in [7]. This scheme uses a modified version
of the ElGamal signature scheme [12] to produce a group signature on a message.
The size and verification time of this signature is constant and is independent of
the size of the group. Such signatures can be used as safe indicators for messages
as follows.

1. A member sends a message m to the GCS which sends it to every member
in the group.

2. Each member generates his partial signature on m and sends it to the GCS.
3. The GCS verifies each of the partial signatures, combines them into a single

group signature and sends it to the sender of m.
4. The sender of m signs and sends this group signature as the safe indicator

message for m to the GCS which sends it to every member in the group.
5. Every member verifies the group signature before delivering m.

The problem with using the (n,n) Threshold signature scheme in the above
algorithm is that the generation of group signature in step 2 requires three rounds
of communication between the GCS and the group members.

Round 1. Each members Mi selects a random integer ri and sends gri mod p 2

to the GCS.
Round 2. GCS computes r =

∏
gri mod p and sends it to the members.

Round 3. Each member computes the partial signature si over m and sends it
to the GCS.

The GCS then combines all the si’s into a multisignature and sends it to the
sender of m. Because of three rounds of communication, it is not possible for each

2 p is a prime number and g(1 ≤ g < p) is a generator of Z∗
p .
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GCS to independently compute a partial multisignature. Ideally, we would like
to have a scheme in which step 2 is completed in single round of communication.
Hence, the above scheme is inefficient to be used in GCSs. The multisignature
scheme proposed in [13] also requires three rounds of communication between the
GCS and the group members. The (t,n) Threshold signature scheme presented
in [7] can generate a multisignature in a single round. But this scheme has
the drawback that whenever the group changes, the trusted key authentication
center(KAC) will have to generate new keys and distribute them to the group
members. This is necessary to ensure that past members cannot sign messages
sent in the current view.

There are other multisignature schemes and signature aggregation schemes
proposed in literature. The sequential signature aggregation schemes [11] are not
useful for group communication because they require O(n) causally ordered mes-
sages to be passed for generation of aggregate signatures. What is required for se-
cure group communication systems is a signature scheme which works as follows.
1. As soon as a group member receives a message m, he signs it using his private

key and sends the signature to the GCS.
2. The GCS then combines these signatures into a multisignature without any

more rounds of communication with the group members and sends the mul-
tisignature to the sender of m.

3. The sender of m must be able to verify the authenticity of the multisignature
in the same time as required for verifying an ordinary digital signature.

The only multisignature scheme which has all of the above features uses
elliptic curve cryptography and is presented in [14]. This scheme makes use of
the elliptic curve digital signature scheme presented in [15] which makes use of
elliptic curves on which the decision DH3 problem is easily solvable, but the
computational DH problem is hard.

The multisignature scheme proposed in this paper can be used by the GCSs
to combine all the acknowledgements for a group message efficiently and return
this combined acknowledgement to the sender of the message. The sender can
then verify that every member in the current group view has acknowledged
the message. Our signature scheme does not make use of elliptic curves. The
generation of the combined acknowledgement is achieved using a single round of
communication as compared to the three rounds of communication required for
the (n,n) Threshold signature scheme. Since a single round of message passing is
used, the generation of authentic group acknowledgements introduces neither any
communication delay nor any increase in the number of messages as compared
to the normal safe delivery algorithm. Also, the time taken to verify the group
signature is the same as the time taken to verify a single digital signature.

3 The Algorithm

The following are the variables used in the algorithm.

3 Diffie-Hellman.
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1. pq : It is a product of two primes and is public. The factorization of pq is
not known to anybody.

2. αi : The private key of party Mi.
3. g : g < pq and has a large order. It is public.
4. xi ≡ gαi mod pq : The public key of party Mi.

3.1 Generation of Partial Signatures

The partial signature of member Mi on a message m is generated as follows.

1. Mi selects a random number ri.
2. si = αi +H(m)ri where H is a hash function.
3. ti = gri mod pq
4. (si, ti) is the partial signature of Mi over m.

The member Mi sends (si, ti) to the GCS. The GCS verifies the partial sig-
nature by checking that the following holds.

gsi ≡ xit
H(m)
i mod pq

3.2 Aggregation of Partial Signatures

The following are the variables known to the GCS.

1. x ≡
∏n

i=1 xi mod pq : The public key of the group M1,M2, . . . ,Mn.
2. (si, ti) : The signature of party Mi over m.

The GCS combines the partial signatures from the group members into a
multisignature (s, t) as follows.

1. s =
∑n

i=1 si

2. t =
∏n

i=1 ti mod pq

The GCS then sends (s, t) to the sender of m. The authenticity of the group
multisignature (s, t) over m is verified by checking that the following holds.

gs ≡ xtH(m) mod pq

The correctness of the signature verification step is proved as follows.

gs ≡ g
∑n

i=1
si mod pq

≡
n∏

i=1

gsi mod pq

≡
n∏

i=1

gαi+H(m)ri mod pq

≡
n∏

i=1

xit
H(m)
i mod pq

≡ xtH(m) mod pq
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3.3 Implementation of Safe Delivery Rule

The three rounds of message passing carried out for implementing the safe de-
livery rule for a message msg are given below. These messages assume a client-
server model of group communication system. In the following, GCS denotes the
group communication server(s). The actual message m that is sent contains a
few fields in addition to the message msg, and only one of these fields is shown
below for explanation purposes.

– type[m] =
{
gm if msg is a group message
safe if msg is a safe indicator message

– text[m]: The text of the message being broadcast.

1. Round 1: Sending of group message
(a) Mi : type[m] ← gm; text[m] ← msg
(b) Mi computes signature (si, ti) over m.
(c) Mi −→ GCS : {m, (si, ti)}
(d) GCS −→Mj(Mj ∈ G ∧ i 	= j) : {m, (si, ti)}
(e) Mj checks that the sender of m is a group member, type[m] =

gm and verifies the signature (si, ti) over m.
2. Round 2: Generation and verification of acknowledgement

(a) Mj computes signature (sj , tj) over m.
(b) Mj −→ GCS : (sj , tj)
(c) GCS combines the partial signatures {(sk, tk) | (Mk ∈ G)} into

a multisignature (s, t).
(d) GCS −→Mi : (s, t)
(e) Mi verifies the multisignature (s, t) over m.

3. Round 3: Sending of safe indicator for msg.
(a) Mi : type[m′] ← safe; text[m′] ← msg
(b) Mi : sign← signature of Mi over m′

(c) Mi −→ GCS : {sign, (s, t)}
(d) GCS −→Mj : {sign, (s, t)} (∀Mj ∈ G ∧ i 	= j)
(e) Mj creates m′ and verifies that sign is a valid signature

of Mi over m′ and (s, t) is a valid multisignature of the
group over m before delivering text[m].

4 Security of the Algorithm

The algorithm’s security hinges on the fact that the factorization of pq is not
known to anybody. The values for p, q and g must be selected by a third party
who can be trusted not to reveal the values of p and q to anybody. The algorithm
therefore has a weakness which is not present in the signature scheme of [14].
Unlike the (t,n) multisignature scheme given in [7], our scheme does not require
a trusted third party to be online during group communication.

The algorithm assumes that every member knows the value of the public
key xi of every other group member. In practice, these keys must be certified
as belonging to its owner by a certifying authority. So, every member will have



A Multisignature Scheme for Implementing Safe Delivery Rule 237

Server 1 Server 2

Server 3

M1
M2 M3

M4

M5M6

M7

SENDER

m

m

m

m

m

m

m m

ack(m)

ack(m)

ack(m)

ack(m)

gack(m)

ack(m)

m

ack(m)

partial ack(m)

partial ack(m)

Fig. 1. Servers Returning Group Acknowledgement to the Sender of a Message

to verify the other members’ identity before computing the value of the group
public key x.

In order that si does not reveal information about αi, αi should be a prime
or a product of large primes and the size of αi must be less than the size of
H(m)r. The values of the primes p and q are chosen to be of the form 2r + 1
and 2s + 1 respectively, where r and s are primes. This is done to ensure that
neither p − 1 nor q − 1 is b-smooth for a small number. This ensures that pq
cannot be factored in polynomial time using any of the known algorithms. The
one-way function H(m) used in the algorithm must be preimage resistant and
collision resistant. Popular hash algorithms like SHA-1 and MD5 may be used.

In this signature scheme, the operations are performed modulo pq instead of
modulo a prime n. This is because, if the operations were performed modulo a
prime n, an attacker could find H(m)−1 mod φ(n) for any m, and the following
would be a valid group signature over m for any s.(

s, gsH(m)−1 mod φ(n)
(
x−1 mod n

)H(m)−1 mod φ(n)
mod n

)
The validity of this signature can be proved as follows.

xtH(m) ≡ x
(
gsH(m)−1 mod φ(n)

)H(m)
((
x−1 mod n

)H(m)−1 mod φ(n)
)H(m)

mod n

≡ xgs
(
x−1 mod n

)
mod n

CG S
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≡ xgsx−1 mod n
≡ gs mod n

5 Communication in Dynamic Groups

The algorithm presented in section 3 can be easily integrated into group commu-
nication systems supporting dynamic membership. On a group change, after all
group members have installed the new view, the new value of x can be computed
as follows.
L← {M | M ∈ G ∧M is leaving the group}
J ← {M | M 	∈ G ∧M is joining the group}
for all Mi ∈ L, xi being the public key of Mi do
x← xx−1

i mod pq
end for
for all Mi ∈ J , xi being the public key of Mi do
x← xxi mod pq

end for
The overhead incurred by the group members during group change is due to

(|L| + |J |) multiplications and computation of |L| inverses which is not much
since |L| and |J | are usually small.

6 Conclusion

In this paper, we have presented a digital multisignature scheme which can be
used for carrying out authenticated group communication while making use of
the power of client-server model of group communication system. The scheme
can be used for carrying out group communication even in the presence of mali-
cious group members. It enables a group of members who want to communicate
with each other to make use of the services of group communication servers
managed by an untrusted third party. We have identified the necessity of signed
acknowledgements in secure group communication systems supporting the safe
delivery rule. The naive solution to this problem requires each group member
to perform a lot of computation before delivering a message and also requires
O(n) sized safe indicator messages. Using the proposed scheme, the group com-
munication servers can combine the signed acknowledgements for a message into
a single group acknowledgement after receiving acknowledgements from group
members without any further rounds of communication with them. This signed
group acknowledgement can be verified by any group member by performing
only two modular exponentiation operations.
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Abstract. Intrusion detection for computer systems is a key problem in
today’s networked society. Current distributed intrusion detection sys-
tems (IDSs) are not fully distributed as most of them centrally analyze
data collected from distributed nodes resulting in a single point of failure.
Increasingly, researchers are focusing on distributed IDSs to circumvent
the problems of centralized approaches. A major concern of fully dis-
tributed IDSs is the high false positive rates of intrusion alarms which
undermine the usability of such systems. We believe that effective dis-
tributed IDSs can be designed based on principles of coordinated multi-
agent systems. We propose an Agent-Based Distributed Intrusion Alert
System (ABDIAS) which is fully distributed and provides two capabili-
ties in addition to other functionalities of an IDS: (a) early warning when
pre-attack activities are detected, (b) detecting and isolating compro-
mised nodes by trust mechanisms and voting-based peer-level protocols.

1 Introduction

Work on securing networks and hosts from malicious attackers have concen-
trated on two areas: i) Intrusion prevention mechanisms that include crypto-
graphic techniques to safeguard sensitive information from unauthorized access
and manipulation, ii) Intrusion detection mechanisms that recognize an ongoing
attack and respond appropriately to thwart such intrusive, disruptive behaviors.
Over the last decade, research in the latter of this two approaches has been lean-
ing towards a distributed framework to circumvent the demerits of centralized
intrusion detection systems(IDS), e.g. [9]. But currently available distributed in-
trusion detection system (DIDS) are not fully distributed in design: they collect
data from distributed nodes but analyze them centrally. In this framework the
first problem is the transfer of raw data which can lead to security breaches.
The second drawback is that an intruder can take control over the whole net-
work in a if it can compromise the central server. Hence, it is preferable to have
distributed IDS. However, several problems with current distributed IDSs, e.g.,
the high rate of false positive rates, insufficient protection against compromised
nodes, etc. prevent them from being deployed.

We are interested in enhancing the mechanism of distributed intrusion detec-
tion with a layer of active, vigilant, monitoring defense mechanism. This layer
will detect precursive activities to actual attacks with the help of a large number
of distributed, loosely-coupled, computational units. We believe the requirements

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 240–251, 2004.
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of this layer can be effectively met by a distributed computational framework.
In this paper, we discuss our proactive agent-based early warning system that
uses coordinated surveillance by incorporating inter-agent communication and
distributed computing in decision making to identify early signs of attack and
recognize situations that are likely to predate an actual attack (e.g., systematic
scanning activity) and alert the system administrator. Our ABDIAS system has
two primary goals:

Early, Distributed Threat Detection: We want our system to be an early
warning system that, in addition to its ability to respond to ongoing attacks,
should be able to alert the system administrator to signs of pre-attack activities.
By local monitoring and sharing individual belief-estimates, agents can recog-
nize and preempt security threats and pre-attack activities, thus responding to
attacks before the system is endangered.
Effectively Handle Compromised Nodes: To address a key problem in cur-
rent distributed IDSs, we want our system to be capable of detecting and isolat-
ing compromised nodes. We tackle this problem by incorporating trust mecha-
nism including the application of majority voting among agents in neighborhood.

To effectively model the inherent domain and environmental uncertainty that
must be handled by IDSs, our agents represent their knowledge about the pos-
sible attack scenarios in the form of Bayesian networks[5]. This knowledge is
derived offline from analysis of repositories of network attack related data. Our
research emphasis is to distribute this knowledge such that each agent is re-
quired to monitor relatively few aspects of the local network neighborhood but,
together, the system is still able to reliably detect security threats through timely
coordination with agents. To enable such distributed inference, we use multiply-
sectioned Bayesian Networks [19] for representing domain knowledge and clique-
tree propagation algorithm [7] for reasoning. To reduce network congestion, we
group agents into localities and then design the intrusion detection protocol to
limit the significant majority of communications within localities.

The organization of this paper is as follows: Section 2 describes the back-
ground of this work, Section 3 outlines the distributed agent-based IDS, Section
4 depicts the distributed intrusion detection mechanism, Section 5 presents the
trust model among peer nodes, Section 6 shows the experimental framework and
result, and section 7 summarizes our work and discusses future scope.

2 Background

2.1 Intrusion Detection Systems

The process of monitoring events occurring in a computer system or network and
analyzing them for sign of intrusions is known as Intrusion Detection. Based on
data source Intrusion Detection Systems (IDS) can be characterized as follows:
Host Based: uses system call data from an audit process that tracks all system
calls made on behalf of each user on a particular machine.
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Multihost Based: collects audit data from multiple hosts and analyzes them
centrally to detect intrusions.
Network Based: typically uses network traffic data from a network packet
sniffer,e.g., TCP-dump, along with audit data from one or more hosts.

Host-based IDSs examine the activities on a specific host. This allows them
the advantage of having greater access to the logs and files of a particular com-
puter, while being limited in what external activities they can see. Network-based
IDSs placed into a sensor on a segment see only the traffic of that segment. To
circumvent these problems several researchers focus on the field of multihost
based IDSs or distributed IDSs. Besides the above categorization, IDSs can be
classified into two types based on the model of intrusions, namely misuse intru-
sion detection and anomaly intrusion detection.
Misuse Detection Model: detects intrusions by identifying activities that
correspond to known intrusion techniques or system vulnerabilities. It uses well-
defined attack patterns to identify intrusions. Its merit is relatively low false
positive rate. But it can detect only well-known attacks, leaving vulnerable to
new attacks.
Anomaly Detection Model: detects intrusions by identifying activities dis-
tinct from a user’s or system’s normal behavior. Its demerits are i) high
false positive rates which makes the system unreliable, and ii) a susceptibility to
being compromised when malicious activities disguise as acceptable behaviors.

2.2 Current Distributed IDSs

AID (Adaptive Intrusion Detection system) is a multihost based misuse detec-
tion system that proposes a client-server architecture consisting of a central
monitoring station and several agents on the monitored hosts. The audit data
collected by agents are transferred to the central monitoring station, buffered in
a cache and analyzed by a real-time expert system. AID is being developed at
Brandenburg University of Technology at Cottbus, Germany.

AAFID (Autonomous Agents For Intrusion detection)[16] is a distributed
anomaly detection system that employs autonomous agents at the lowest level
for data collection and analysis. At the higher levels of the hierarchy transceivers
and monitors are used to obtain a global view of activities.

DIDS (Distributed Intrusion Detection system)[11] is the first intrusion de-
tection system that aggregates audit reports from a collection of hosts on a single
network. The architecture consists of a host manager, a monitoring process or
collection of processes running in background.

EMERALD (Event Monitoring Enabling Responses to Anomalous Live Dis-
turbances) [10] is an analysis and response system that is able to address unan-
ticipated misuse in large network-based enterprises, within an interoperable and
scalable modular system framework.

CSM (Cooperating Security Managers)[17] is designed for a distributed net-
work environment. The goal of CSM is to detect intrusive activities in a dis-
tributed environment without the use of a centralized director.
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AID, AAFID, DIDS and EMERALD have tried to implement the concept of
distributed intrusion detection either by capturing misuse or anomaly or both.
But their common drawback is that each of them is, to a varying degree, hierar-
chical in nature. Hence, raw data must be transferred up to the highest level to
be analyzed, which gives opportunity to the intruder to intercept the data. More-
over, the analysis of this huge amount of data consumes a significant amount of
time and resources, creating system bottlenecks. CSM presents a different ap-
proach that makes the system fully distributed in nature. We adopt the same
approach and enhance the functionality by differing from CSM in the following
aspects: allowing the agent to pass their decision (not the raw data) to neighbor-
ing agents (not to everyone). It is safer since a malicious entity cannot get raw
data and is quicker because decision is made within a local neighborhood of the
hosts being monitored. Another novel characteristic of our system is to identify
a compromised agent by incorporating trust mechanism and majority voting.

3 ABDIAS Architecture

We envisage a distributed, lightweight agent-based intrusion alert mechanism
that leverage of our previous experience with developing coordinated multiagent
systems[13, 14]. In this approach we view our agents as autonomous, reflexive,
proactive and cooperative entities. They are responsible for collecting data, ana-
lyzing them and making appropriate inference from the analysis. Their inference
process uses the collected data as evidence in the Bayesian network. Monitoring
and analysis work is duplicated for accuracy and fault tolerance, e.g., handle the
problem of some agents getting compromised.

In this paper we present an architecture (see Figure 1) where several au-
tonomous agents form a layer of defense that surrounds the internal system net-
work. Agents are grouped into several islands/neighborhoods, Ni, inside this
layer to focus communication within the neighborhood1. Inter-neighborhood
communication is used only when consensus cannot be arrived within a neigh-
borhood. Agents are responsible for alerting system/network administrator with
any possible attack-related activities. Agents are cognizant of a Bayesian net-
work model of the structure of well-known attack types and as well as normal
usage pattern which is constructed offline from data repositories containing sys-
tem logs from ongoing attacks2. This network has been partitioned into multiple
sub-nets based on the spatial location of the agents. And each of these subnets
is common knowledge to agents in same neighborhood. Each agent performs a
certain predefined security monitoring function at a peer host. In addition, some
agents are responsible for monitoring network traffic data for possible network

1 Our restriction of communication refers only to the communication for the purpose
of intrusion detection, and does not restrict normal communication between nodes.

2 It is easy to confuse the term “network” between the physical network hosting the
system and the Bayesian network model of intrusion detection. Unless otherwise
specified, we will use network and related terms to refer to the Bayes net model.
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Fig. 1. ABDIAS: Architecture

attack signatures. Agents may collect data locally, i.e., from audit trail, or over
the entire network, i.e. from TCPdump data.

We use Bayesian networks to represent existing knowledge of different security
threats [4]. A Bayes net captures the mutual influence of different domain vari-
ables on target attributes. Using a Bayes net model we can infer the probabilities
of the occurrence of different intrusion types, which are easy for human security
investigators to interpret. Moreover, this representation can easily accommodate
prior domain knowledge. We believe that the Bayesian net representation is the
best currently available approach for handling intrinsic uncertainties in intru-
sion detection. A Bayes net based approach also allows for combining competing
intrusion detection methods such as anomaly detection and signature recogni-
tion [12]. To facilitate this, we generate one Bayes net whose target node classifies
several known attack types and normal system behavior. Using this agents can
detect either normal behavior or a known attack type. If none of the probabil-
ity of target nodes, given input feature values, cross the threshold, anomalous
behavior is suspected.

The Bayes net attack model is updated by distributed incremental infer-
ence process based on dynamically arriving incomplete information. Such local
model updates may necessitate coordination with peers in the neighborhood
and, more infrequently, inferences will be communicated to peers in different
neighborhoods. An agent can request others to re-confirm their inference and
also request updates about network properties that are not monitored locally.
If the requesting agent, R, suspects a problem with the information received
from another peer, because of inconsistencies with local inference, the agent
may check the status of the sender agent, S. If such a suspicion is raised, R
can poll its neighborhood agents, using a majority voting mechanism, to con-
firm the suspicion. On confirmation, steps are taken to tag the sending agent
as a possibly compromised node, and then isolate it from the network. If the
neighborhood agents fail to confirm the suspicion and does not provide a con-
vincing argument, R, can ask for confirmation from agents beyond its immediate
neighborhood. Thus by introducing distributed trust mechanisms and majority
voting, we make our system robust against situations where a security breach
has comprised some nodes.
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Fig. 2. Architecture of an agent embedded in a node

Figure 2 depicts the ABDIAS agent architecture. The agent tasks are:
Data Collection and Analysis: Each agent collects audit or network data
from its own domain, analyzes them and draws inference from the analysis.
Network Update: Agent updates the belief associating the node and dis-
tributes its belief to all neighboring nodes.
Communication: The inference is passed to peers either in same locality or
greater neighborhood. If any agent is not satisfied with the received inference, it
may ask the sender to verify its inference. An agent may also ask other agents,
including those from a different neighborhood, to vote on the inference submitted
by another agent to evaluate whether this latter agent has been compromised.
Trigger Alert: When an agent recognizes that target node exceeds threshold of
one known attack, it triggers an alert for that particular attack, and communi-
cates it to the system administrator. Besides this misuse detection, we allow the
agents to trigger an alert representing “something is wrong” when the activated
target node does not belong to those representing normal behavior or any of the
known attack types considered while creating Bayes net. The administrator can
confirm the attack and take necessary responses, or otherwise reject the alert.
Thus our agents can detect both anomaly and misuse intrusions.
Update Knowledge Base: If the system administrator confirms an anomaly
alert, a Bayes net is modified to accommodate this new attack in the knowledge
base which will allow this attack to be recognized as a known attack in future.
Thus our system is adaptive to the discovery of new types of network intrusions.

4 Forecasting Attack Using Bayesian Hypothesis

4.1 Bayesian Network

A Bayesian network (BN) is a graph-based modeling approach to represent de-
pendencies among domain variables [5]. A BN is a directed acyclic graph with
nodes representing the variables and each directed edge representing a depen-
dency between the corresponding variables. The effect of the parents of a node
on a node is represented by conditional probabilities of that variable given val-
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ues of its parent nodes in the form of a conditional probability table (CPT). We
represent attack structures as Bayesian network for the following reasons:
• BNs can readily handle incomplete data sets. Agents in ABDIAS have limited
view of the network and may receive only partial information about an attack.
• BNs can represent causal relationships which can help IDSs predict the con-
sequences of intervention by combining a priori knowledge and observed data.
• BNs allow updating of the belief or the probability of occurrence of the par-
ticular event for the given causes and several networks can be used by IDSs to
recognize the possibility of new attacks.

In ABDIAS, a Bayes tree is first learned from a database of known attacks.
This tree is then partitioned into several subtrees following the principle of Mul-
tiply Sectioned Bayesian Networks (MSBNs) [19], and distributed among agents.
Though Bayes trees have been used for centralized IDSs, we are not cognizant
of any work in the field of computer security where agents combine distributed
local inference from partitioned trees to form a proactive distributed IDS.

4.2 Inference with Multiply Sectioned Bayesian Networks

A Multiply Sectioned Bayesian Network (MSBN) consists of interrelated subnets
each of which encode an agent’s knowledge of a sub-domain. Exact, distributed
probabilistic inference can be performed using MSBNs: a perfect match of for our
ABDIAS requirements where each agent have knowledge of only a sub-domain.

Existing methods for inference in MSBNs are extensions of a class of meth-
ods for inference in single-agent Bayesian networks: message passing in junction
trees [5]. We have used the exact Bayesian network inference algorithm [3], namely,
linked junction forest (LJF) method [19] on MSBN. It first transforms each sub-
net of a multiply connected network (here, a Bayes tree) into a clique tree or
junction tree by clustering the triangulated moral graph of the underlying undi-
rected graph, and then performs message propagation over the clique tree. Inter-
neighborhood (i.e., between two junction trees in Linked Junction Forest (MSBN))
message passing is performed through a linkage tree between a pair of peer nodes
in adjacent neighborhood. Though exact belief update is NP-hard [2, 15] we can
still use it for IDS domains as the subnet sizes are manageable.

In our architecture, agents in the same neighborhood first find the junction
tree of associated Bayes sub-tree (discussed in Section 6). Each agent monitors
one/more cluster(s) and when they find any evidence, they update the belief
tables at that node, and pass the message to neighboring agents for updating
their tables. The clique propagation algorithm (part of LJF algorithm) works
efficiently for sparse networks. Our approach exploits the structure of the prob-
lem to gain efficiency in computing exact probabilities. As we divide our entire
Bayes network into several subparts, the clique-size of subnets is not large, and
hence inferences can be made in real-time.

Figure 3 shows a MSBN. We denote by Ni the group of agents A1, . . . , Ak

whose knowledge is encoded in subnet Di. The peers of each Ni can only observe
locally. Once a multiagent MSBN is constructed, agents may perform probabilis-
tic inference by computing the query P (x|e), where x is any variable within the
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sub-domain of a group of agents and e denotes the observations made by all
agents. The key computation is to communicate the impact of observations to
all agents. Often agents in Ni computes the query P (x|ei, e

′
i), where ei is the

local observations made by Ni and e′i is the observations made by agents of
other groups up to the latest communication. Each subnet, Di, formed by a
group of peer nodes may be multiply connected. To facilitate exact inference
with message passing, the LJF method compiles each subnet into a JT, called a
local JT, and converts each d-sepset (analogous to separator in JT) into a JT,
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called a linkage tree. Figure 4 illustrates the three local JTs and two linkage
trees of the original Bayes network. Since reduction of network congestion is a
desirable goal, we chose the LJF method as it has been shown that among dif-
ferent distributed multiagent inferences in MSBNs, LJF requires least amount
of system-wide messages during communication [18].

5 Trust Among Peers

We now present the use of trust mechanism among peer agents, a relatively
novel concept in computer security, but in our estimation a key, integral feature
of any distributed IDS. Our prior research in multiagent systems have shown
the pros and cons of believing others [14]. In ABDIAS, each agent is limited in
the things it can monitor. Hence each agent needs to rely on other agents for
non-local data. As intruders will try to breach any network node, agents must
continually monitor their trust on other agents to quickly identify compromised
nodes in the system. While compromised nodes inside a locality may attempt to
influence the JT, such activities also provide detection clues. If any agent finds
that received messages from an agent does not tally with the anticipated trends,
it may take any or all of the actions: i) ask sender to resend the message, ii)
check its own belief matrix with that of the sender, iii) ask for vote to identify
and subsequently eliminate the suspicious agent from the system.

Each agent, i, in ABDIAS maintains a belief table, Bi about other agents,
which it updates whenever it receives any message. The entry for the jth agent,
is dependent on the nature of the last m messages received from that agent,
and is defined as Bi[j] = Sj−Rj

m , where Sj and Rj is respectively the number
of messages coming from agent j that does or does not match with agent i’s
anticipation. When agent i is not satisfied with agent j’s response for corrobo-
rating an inference, it checks its belief matrix entry for the sender agent. If the
corresponding entry is less than a threshold, i asks other neighborhood agents
to vote on j’s trustworthiness. When an agent is asked for vote on another peer,
it checks its belief table for its trust in that peer and votes for or against the
agent if it finds the value above or below, respectively, of the trust threshold.
If the vote difference between total for and against votes is small, i asks vote
from agents in a larger neighborhood. If the candidate agent supervises a node
in the linkage tree, it has connections with remote agents whose vote can be
used to break the tie. If a tie still exists, the local group takes the decision ran-
domly. Such a procedure is robust in removing not only single, but multiple,
compromised nodes from the system.

Each agent in one neighborhood knows the structure of subnets and CPTs
associated with each node. If the probability of a particular node given specific
states of its parents, was gradually increasing but this observation is countered
by another agent, the latter’s response is marked as inconsistent.

Thus ABDIAS can detect compromised nodes and maintain its performance,
reliability and availability to users which makes ABDIAS resilient in the situation
where the intruder has already captured some nodes. We believe, this robustness
is unique to ABDIAS among Distributed IDSs.
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6 Experimental Setup and Results

We used the KDD Cup 1999 Intrusion detection contest data [6] in our experi-
ments. This data was prepared by the 1998 DARPA Intrusion Detection Eval-
uation program by MIT Lincoln Labs [8]. Lincoln labs set up an environment
consisting of a local-area network simulating a typical U.S. AirForce LAN. They
acquired nine weeks of raw TCPdump data that was processed into connection
records. The original data contains 744MB of data with 4.94 million records.
The dataset has 41 attributes for each connection record plus one class label
specifying one of 24 attacks or normal condition. All these attacks fall into four
major categories: i) Denial of Service (DoS), ii) Remote to User (R2U), iii) User
to Root (U2R) and iv) Probing (Probe).

We have also processed the original data from 24 attacks to the above-
mentioned four major attack classes. The dataset for our experiments contain
11800 records, randomly selected from the original dataset. This dataset has five
different classes: 4 attacks and 1 normal. We ensured that the number of data
instances selected from from each class was proportional to their frequency in
the original data set. The only exception is that all instances of classes with
significantly small frequency are selected. This dataset is used to generate the
diagnostic Bayesian network. We have used 17 of the 41 attributes as these are
considered the most important variables for intrusion detection by researchers in
this field. Bayesian Network Power Constructor (BNPC) [1] has been used to gen-
erate Bayes network from this dataset of 11800 records and 17 attributes. Then
we section into two subnets as described in figure. 5 maintaining the rules for
sound sectioning in MSBN literature [19]. Thereafter we used LJF method [19]
to detect intrusions. To test our network, a new dataset consisting of 37 at-
tacks has been considered. Some of these attacks do not come under the four
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Fig. 5. Subnets A and B are locally computed in two neighborhoods. L1 and L2 depict
the connection between them. ACTIVITY is the target node; it has 5 classifications: 4
attacks and 1 normal situation
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Table 1. Performance of USBN and MSBN on DARPA Intrusion detection data set

Training data: 11800 records Test data: 15000 records
Activity Type amp; USBN amp; MSBN amp; USBN amp; MSBN

Normal amp; 96.67% amp; 94.37% amp; 97.11% amp; 95.71%
Probe amp; 92.37% amp; 89.50% amp; 92.37% amp; 88.12%
DoS amp; 91.85% amp; 90.78% amp; 91.20% amp; 89.30%
U2R amp; 85.00% amp; 84.70% amp; 81.00% amp; 79.08%
R2U amp; 89.16% amp; 86.07% amp; 85.43% amp; 82.73%

major attack classifications mentioned above, in which case ABDIAS detects
it as a new attack or anomalous behavior of the network. Table 1 compares
the detection rate for each activity classification (4 attacks and 1 normal) be-
tween unsectioned BN (USBN) and MSBN on training and test data. Though
a centralized IDS, using USBN, can be seen to have performed better, per-
formance of ABDIAS, using MSBN, is encouraging given its fully distributed
nature.

7 Conclusion

This paper presented ABDIAS, a peer level distributed intrusion alert system.
Using distributed computation and message passing between distributed agents,
ABDIAS recognizes pre-attack activities in the system and can alert the system
administrator for taking appropriate actions. The two novel feature of ABDIAS
is (a) the ability to form completely distributed inference based on partitioned
Bayesian networks to provide early warning of possible future attack, and (b)
recognition of compromised nodes by peer-level collaboration.

ABDIAS improves on existing distributed IDSs by using distributed mon-
itoring and diagnosis techniques for early detection of imminent attacks and
compromised nodes in the network. The use of Bayesian networks enable our
system to track misuse as well as anomalous behavior in the system. Estimation
of trust by applying majority voting makes the system intrusion-tolerant.

Currently, we ran experiments considering one USBN having n-ary classifica-
tion (here, 4 attacks and 1 normal situation). In future we want to compare the
performance of ABDIAS considering one BN for each attack type and perform-
ing binary classification. The false positive rate of ABDIAS is low, but needs
to be compared with other DIDSs. We also want to enhance the system so that
it can update its knowledge base with newly discovered attack which has been
recognized as an anomalous situation.
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Abstract. An Intrusion Detection System (IDS) is a program that analyzes 
what happens or has happened during an execution and tries to find indications 
that the computer has been misused. This paper evaluates three fuzzy rule based 
classifiers for IDS and the performance is compared with decision trees, sup-
port vector machines and linear genetic programming. Further, Soft Computing 
(SC) based IDS (SCIDS) is modeled as an ensemble of different classifiers to 
build light weight and more accurate (heavy weight) IDS. Empirical results 
clearly show that SC approach could play a major role for intrusion detection. 

1   Introduction 

Intrusion detection is classified into two types: misuse intrusion and anomaly intru-
sion detection [3][7]. Data mining approaches for IDS were first implemented in 
mining audit data for automated models [2]. Several data mining algorithms are 
applied to audit data to compute models that accurately capture the actual behavior 
of intrusions. This paper introduces three fuzzy rule based classifiers and compares 
the performance with Linear Genetic Programming (LGP) [1], Support Vector Ma-
chines (SVM) [8] and Decision Trees (DT) [5]. Further, we used Soft Computing 
(SC) [9] based IDS (SCIDS) as a combination of different classifiers to model light 
weight and more accurate (heavy weight) IDS. Rest of the paper is organized as 
follows. Section 2 provides the technical details of the three fuzzy rule based sys-
tems. Experiment results are presented in Section 3 and some conclusions are also 
provided towards the end. 

2   Fuzzy Rule Based Systems 

Let us assume that we have a n dimensional c-class pattern classification problem 
whose pattern space is an n-dimensional unit cube [0, 1]n. We also assume that m 
patterns xp = (xpl,... ,xpn) , p = 1,2,...,m, are given for generating fuzzy if-then rules 
where xp  [0,1] for p =1,2,..., m. 
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2.1   Rule Generation Based on the Histogram of Attribute Values (FR1) 

In this method, use of histogram itself is an antecedent membership function. Each 
attribute is partitioned into 20 membership functions fh(.), h=1,2,...,20. The smoothed 

histogram ( )k
i im x of class k patterns for the ith attribute is calculated using the 20 

membership functions fh (.) as follows: 
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where mk is the number of Class k patterns, 1,h h  is the hth crisp interval corre-
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The smoothed histogram in (1) is normalized so that its maximum value is 1. A 
single fuzzy if-then rule is generated for each class. The fuzzy  if-then  rule  for  the  

kth class can be written as If x1 is 1
kA   and ... and xn is k

1A  then class k        (3) 

where k
iA  is an antecedent fuzzy set for the ith attribute. The  membership  function  

of k
iA  is specified as  
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where k
iµ  is the mean of the ith attribute values xpi of class k patterns, and k

i  is the 

standard deviation. Fuzzy if-then rules for the two-dimensional two class pattern clas-
sification problem are written as follows: 

If x3 is 1
3A  and x4 is 1

4A  then class 2 or  If x3 is 2
3A  and x4 is 2

4A
 
then class 3. 

Membership function of each antecedent fuzzy set is specified by the mean and the 
standard deviation of attribute values. For a new pattern xp = (xp3,xp4), the winner rule 
is determined as follows: 

{ }* *( ). ( ) max ( ). ( ) 1,23 3 2 4 3 41 2
k kA x A x A x A x kp p p p= =    (5) 

2.2    Rule Generation Based on Partition of Overlapping Areas (FR2)  

In this method m - dimensional pattern space is partitioned and a single fuzzy if-then 
rule is generated for each fuzzy subspace. Because the specification of each member-
ship function does not depend on any information about training patterns, this ap-
proach uses fuzzy if-then rules with certainty grades. The local information about 
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training patterns in the corresponding fuzzy subspace is used for determining the con-
sequent class and the grade of certainty. In this approach, fuzzy if-then rules of the 
following type are used. 

If x1 is 1jA  and .. and xn is jnA
 
then class Cj, with CF=CF j,  j  =1 ,2 , . . ,N (6 )  

where j indexes the number of rules, N is the total number of rules, jiA is the antece-

dent fuzzy set of the ith rule for the ith attribute, Cj; is the consequent class, and CFj is 
the grade of certainty. The consequent class and the grade of certainty of each rule are 
determined by the following simple heuristic procedure: 

Step 1: Calculate the compatibility of each training pattern xp =(xp1,xp2,…,xpn) 
with the jth fuzzy if-then rule by the following product operation: 

( ) ( ) ( )...  , 1, 2, ...,11 .x A x A x p mp p pnj j jn= × × =     (7) 

Step 2: For each class, calculate the sum of the compatibility grades of the 
training patterns with the jth fuzzy if-then rule Rj: 

( ) ( ), k=1,2,...,c 
 

n
R xclass k j p

x class kp

=
     

(8) 

where ( ) R jclass k
 the sum of the compatibility grades of the training pat-

terns in class k  with the jth fuzzy if-then rule Rj. 

Step 3: Find Class *
jA  that has the maximum value ( ) Rclass k j : 

* { ( ),..., ( )} k  1  cj Max R Rclass class j class j= . 

If two or more classes take the maximum value or no training pattern compatible 
with the jth fuzzy if-then rule (i.e., if Class k(Rj)=0 for k =1,2,..., c), the consequent 
class Ci can not be determined uniquely. In this case, let Ci be . 
Step 4: If the consequent class Ci is 0, let the grade of certainty CFj be CFj = 0. Oth-
erwise the grade of certainty CFj is determined as follows: 

( )

*( ( ) ) k j

R k j
1

Rclass j
CFj c

class
k

=

=

, where 
( ) k

( 1)1

*

RClass j
ck

k k j

=
=

    (9) 

2.3   Neural Learning of Fuzzy Rules (FR3) 

In a fused neuro-fuzzy architecture, neural network learning algorithms are used to 
determine the parameters of fuzzy inference system (membership functions and num-
ber of rules). We made use of the Evolving Fuzzy Neural Network (EFuNN) to im-
plement a Mamdani type FIS [10]. 
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3   Experiment Setup and Results 

Certain features may contain false correlations, which hinder the process of detecting 
intrusions. Extra features can increase computation time, and can impact the accuracy 
of IDS. Feature selection is done based on the contribution the input variables made to 
the construction of the decision tree. Variable importance, for a particular variable is 
the sum across all nodes in the tree of the improvement scores that the predictor has 
when it acts as a primary or surrogate (but not competitor) splitter [11]. 

The data for our experiments was prepared by the 1998 DARPA intrusion detec-
tion evaluation program by MIT Lincoln Labs [6]. The data set has 41 attributes for 
each connection record plus one class label and they are named as A, B, C, D, E, F, G, 
H, I, J, K, L, M, N, O, P, Q, R, S, T, U, V, W, X, Y, Z, AA, AB, AC, AD, AE, AF, AG, 
AH, AI, AJ, AK, AL, AM, AN, AO and AP respectively. The data set contains 24 attack 
types that could be classified into four main categories DoS: Denial of Service, R2L: 
Unauthorized Access from a Remote Machine, U2Su: Unauthorized Access to Local 
Super User (root) and Probing. Our experiments have three phases namely input 
feature reduction, training phase and testing phase. In the data reduction phase, im-
portant variables for real-time intrusion detection are selected by feature selection. In 
the training phase, the different soft computing models were constructed using the 
training data to give maximum generalization accuracy on the unseen data. The test 
data is then passed through the saved trained model to detect intrusions in the testing 
phase. The training and test comprises of 5,092 and 6,890 records respectively [4]. 
All the training data were scaled to (0-1). The decision tree approach helped us to 
reduce the number of variables to 12 variables. The list of reduced variables is C, E, 
F, L, W, X, Y, AB, AE, AF, AG and AI. Using the original and reduced data sets, we 
performed a 5-class classification. We examined the performance of all three fuzzy 
rule based approaches (FR1, FR2 and FR3) mentioned in Section 2. When an attack is 
correctly classified the grade of certainty is increased and when an attack is misclassi-
fied the grade of certainty is decreased. A learning procedure is used to determine the 
grade of certainty. Triangular membership functions were used for all the fuzzy rule 
based classifiers. For FR1 and FR2 two triangular membership functions were assigned 
and 2 and 212 rules were learned respectively for the reduced data set. For FR3, 4 tri-
angular membership functions were used for each input variable. A sensitivity thresh-
old Sthr = 0.95 and error threshold Errthr = 0.05 was used for all the classes and 89 
rule nodes were developed. For comparison purposes various other results were 
adapted from [1][7][11]. 

A number of observations and conclusions are drawn from the results illustrated in 
Table 1. Using 41 attributes, the FR2 method gave 100% accuracy for all the 5 
classes, showing the importance of fuzzy inference systems. Using 12 attributes most 
of the classifiers performed very well except the fuzzy classifier (FR2). For detecting 
U2R attacks FR2 gave the best accuracy. However, due to the tremendous reduction in 
the number of attributes (about 70% less), we are able to design a computational 
efficient (light weight) IDS. Since a particular classifier could not provide accurate 
results for all the classes, we propose to use a combination of different classifiers to 
detect different attacks.  
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Table 1. Performance comparison using full/reduced data set 
 

 

Fig. 1. Light/heavy weight SCIDS architecture  

The Soft Computing Intrusion Detection System (SCIDS) using 41 attributes 
(heavy weight) and 12 attributes (light weight) are depicted in Figure 1. The proposed 
heavy weight model could detect with 100% accuracy while the light weight model 
could detect Normal, Probe, DOS, U2R and R2L class with 100.00%, 99.93%, 
99.96%, 94.11% and 99.98% accuracies respectively. 

Classification accuracy on test data set (%) Attack 
type FR1 FR2 FR3 DT SVM LGP 

Full Dataset 
Normal 40.44 100.00 98.26 99.64 99.64 99.73 
Probe 53.06 100.00 99.21 99.86 98.57 99.89 
DOS 60.99 100.00 98.18 96.83 99.92 99.95 
U2R 66.75 100.00 61.58 68.00 40.00 64.00 
R2L 61.10 100.00 95.46 84.19 33.92 99.47 

Reduced Dataset 
Normal 74.82 79.68 99.56 100.00 99.75 99.97 
Probe 45.36 89.84 99.88 97.71 98.20 99.93 
DOS 60.99 60.99 98.99 85.34 98.89 99.96 
U2R 94.11 99.64 65.00 64.00 59.00 68.26 
R2L 91.83 91.83 97.26 95.56 56.00 99.98 
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4   Conclusions 

In this paper, we have illustrated the importance of soft computing paradigms for 
modeling intrusion detection systems. For real time intrusion detection systems, LGP 
would be the ideal candidate as it can be manipulated at the machine code level. 
Overall, the fuzzy classifier (FR2) gave 100% accuracy for all attack types using all 
the 41 attributes. The proposed hybrid combination of classifiers requires only 12 
input variables. While the light weight SCIDS would be useful for 
MANET/distributed systems, the heavy weight SCIDS would be ideal for conven-
tional static networks, wireless base stations etc.  
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Abstract. In this paper we studied various routing algorithms for ad
hoc networks to explain why Ad hoc On Demand Distance Vector (AODV)
should be chosen over other possible rotuing algorithms. We then the
effect of applying encryption over AODV [5] to data payload on dif-
ferent parameters such as delay, queue size, throughput, retransmission
attempts, channel back-off etc.

1 Introduction

The routing protocols for ad-hoc networks can generally be categorized as: (a)
table-driven, and (b) source-initiated on-demand-driven [6, 7]. Table-driven rout-
ing protocols attempt to maintain consistent, up-to-date routing information
from each node to every node in the network. These protocols require each node
to maintain one or more tables to store routing information, and they respond
to changes in network topology by propagating route updates throughout the
network to maintain a consistent network view. The Destination Sequenced Dis-
tance Vector (DSDV), Wireless Routing Protocol (WRP), and Cluster Switch
Gateway Routing (CSGR) protocol belong to this category.

The source-initiated on-demand routing protocols create routes only when
desired by a source node. When a node requires a route to a destination, it
initiates a route discovery process within the network. This process is completed
once a route is found or all possible route permutations have been examined. The
Ad-hoc On-demand Distance Vector (AODV), Dynamic Source Routing (DSR),
Temporally Ordered Routing Algorithm (TORA), and Cluster Based Routing
Protocol (CBRP) belong to this category.

A comparison of the routing protocols for ad-hoc network is provided in
Table 1.

Except for DSR all protocols assume links to be bi-directional. In DSR the
route from a source to destination can consist of only uni-directional links. It
can be seen that none of the protocols provide any degree of security; neither
do they support power conservation or quality of service. None is proactive to
take any smart routing decision when network load is taken into consideration.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 258–263, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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Table 1. Comparison of Routing Protocols

AODV DSDV TORA DSR CBRP
Loop-free Yes Yes Yes Yes Yes
Multicast Yes No No No No
Distributed Yes Yes Yes Yes Yes
Reactive Yes No Yes Yes Yes
Bi-directional link Yes Yes Yes No Yes
Multiple Routes No No Yes Yes Yes
Security No No No No No
Power Conservation No No No No No

AODV was selected for simulation, since it provides most of the features like
freedom from loops, multicasting, distributed nature, reactive nature and so on.

2 Security

Possible security measures are authorization and encryption [4]. Errors may be
introduced intentionally or unintentionally during transmission of data. Error
detecting codes are used to determine such errors. In simulations, we use CRC
on the payload data, and the check sum is appended to the data. To further
secure the data, encryption is applied to the plain text data. We used RC4
stream cipher algorithm [1]. The RC4 key has a limitation of 40 bits as a result
of export restrictions; it can also be used as a 128-bit key.

The plain text is XORed with the encrypting variable obtained from the key
setup phase to generate the encrypted message. XOR is the logical operation
of comparing two binary bits. If the bits are different, the result is 1. If the
bits are the same, the result is 0. Once the receiver gets the encrypted mes-
sage, it decrypts by XORing the encrypted message with the same encrypting
variable.

3 Simulation Environment

We used NIST/AODV OPNET [2] model in our simulations. In our platform,
the IP address is assimilated into the MAC address, which must be indicated
before the simulation compilation.

We use the following assumptions:

– There can be no more than 40 mobile nodes in the given scenario at a time.
– The network activity is monitored over a radius of 250 meters.
– The nodes in the network are aware of the encryption.
– Data source includes constant bit rate information.
– RC4 algorithm is used for data encryption.
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– Data payload includes: (1) No encryption data payload consists of 128-bit
string, (2) With encryption; data payload consists of 128-bit string and an
unsigned long integer representing the checksum.

– 16-bytes encryption key is used.

The input to mobility module used in simulations includes:

– Mobility attribute (enumerated values: Enable or Disabled): Indicates whether
the current node is fixed or mobile

– Grid dimensions: Each mobile node moves around the specified area
– Speed limit: Maximum speed that a node in motion may reach
– Pause time: After reaching a target position, a moving node must pause

during this period of time before reaching for a new target position.

The general motion of a particular node is simulated through a set of discrete
small step intervals. A node is motion updates its position at every step interval.
In simulations, the duration of each step is set to a value of 0.2 second. The
simulations were conducted for 500 seconds of network activity. The speed of
mobile nodes is set to 20 meters per second and a data rate of 1 Mbps is used.

4 Simulation Metrics

These include global and node metrics. The global metrics are the parameters
that are obtained considering all the nodes in a scenario, including the effect
of simulation on global environment and obtaining an average. Node metrics
determine the effect of simulation on a particular mobile node. We selected node
number 39 as it showed consistent behavior over a number of simulation runs.

– Global Metrics
AODV Metrics
1. AODV delay: It is the average routing delay.
2. AODV average discovery time: It is average time taken to determine

route from source to destination node.
Wireless LAN Metrics
1. Data dropped: The data bits dropped.
2. Delay: It is the average wireless LAN delay experienced by the nodes in

the network.
3. Load: The network activity as number of bits per second
4. Media access delay: It is the average time taken to access the transmission

medium by the nodes in the network.
– Node Metrics

1. Queuing delay: The delay experienced by a packet in a single node
2. Queue size: The size of queue in a single node
3. Back-off slots: Number of slots a node is prevented from transmitting

data
4. Channel reservation: The time during which the channel is reserved for

a node to transmit
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5. Control traffic received: Number of bits of control traffic received by a
node 6.Control traffic sent: Number of bits of control traffic transmitted
by a node

6. Delay: It is the data transfer delay experienced by a node
7. Dropped data packets: Number of data packets dropped by a node
8. Retransmission attempts: The number of attempts a node makes before

successful transmission of data packet.

5 Simulation Results

Comparisons of AODV average delay and AODV average discovery time are
shown in Fig. 1 and 2. The average delay and average discovery time are slightly
higher for the encryption case and are attributed to the additional delay caused
by encryption and checksum calculations. The routing delay and discovery times
differ by less than 2 seconds leading to the conclusion that encryption does not
introduce heavy delays in network.

Figures 3 to 7 show wireless LAN data dropped, wireless LAN delay, load, and
media access delay. In all the cases, there seems an initial difference between two
cases but it tends to converge as simulation progresses. The difference in number
of bits dropped on an average for the two cases is less than 5000 bits. If we
consider 512 bits packet then the number of data packets dropped is less than 10
extra packets in case of encryption, which can be tolerated if increased security
can be achieved. The delay parameter also differs in practically insignificant
measure. Thus the performance degradation can be considered tolerable.

Network load is calculated in terms of bits per second. High network loads
tend to make the network unstable and performance degrades beyond accept-
able levels. Considering the simulation output (Fig. 5) at the point indicating 5
minutes of network activity, we can see that the difference in load for the two
cases is less than 50,000 bits. After 7.5 minutes of simulation the difference in
load remains a constant at 50, 000 bits. This means the difference in load over
2.5 minutes interval is around 334 bits per second. If a data packet of 512 bits
is chosen, the difference in load is less than one packet per second. Thus we
conclude that increase in network load due to encryption is insignificant.

The wireless LAN delay difference in the two cases is obtained to be around
0.04 seconds maximum and around 0.005 seconds minimum. This is in compli-
ance with wireless LAN delay that is obtained as a global parameter. A delay
difference of 0.005 seconds is a tolerable difference.

We also noted the simulation results with respect to node metrics, as de-
scribed in section 4, for the mobile node 39 and include queue size, queue delay,
back-off slots, channel reservation, control traffic sent, control traffic received,
delay, load, and retransmission attempts. However, the results are not included
here due to the lack of space. Interested reader can find then in the detailed
technical report [3].
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Fig. 1. Average discovery time and average delay

Fig. 2. Average WLAN data dropped and average WLAN Delay

Fig. 3. Average WLAN load and average WLAN media access delay
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6 Conclusions

Adding security to ad-hoc wireless network is a complex issue. Use of key encryp-
tion to data provides a certain degree of security. Analysis of critical parameters
such as network load, network delay, queue size and so on shows that imple-
mentation of data encryption does not introduce significant service degradation
but could improve security. The small degradation of service would be a worthy
compromise for increased security.
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Abstract. The extension of Internet services to public transport pas-
sengers is slowly becoming inevitable. To this end, it is envisaged that
high-speed local area networks will be deployed on-board public trans-
port vehicles (e.g., buses, trains, ships and planes). The on-board LAN
will be connected to the Internet via an on-board mobile router (MR).
The passengers simply connect their devices to the on-board LAN and
start enjoying Internet services. The mobility of the entire on-board net-
work including the passenger devices is managed transparently by the
MR. However, the mobility of the router (and the entire IP subnet)
gives rise to several unique challenges for achieving end-to-end resource
reservation. In this paper we propose a novel extension for RSVP, which
addresses these issues. The proposed On-Board RSVP protocol can effec-
tively, transparently, and scalably support end-to-end resource reserva-
tion in on-board IP networks. A key feature of On-Board RSVP is that
it retains the basic building blocks of the original RSVP, minimising
the changes required to existing RSVP infrastructure. The high level of
dynamism associated with the QoS resource demand in an on-board com-
munication system results in excessive signaling and processing overhead
at the MR and the intermediate routers along the end-to-end paths. To
address this issue, we propose and discuss two new aggregation schemes
for handling the large number of RSVP setup messages: Cardinal Oper-
ating Policy (COP) and Temporal Operating Policy (TOP).

1 Introduction

In recent years we have witnessed an explosive growth in the availability of
interconnected computing devices (e.g., PDAs, laptops, and 3G mobile phones)

�� National ICT Australia is funded through the Australian Government’s backing
Australia’s ability initiative, in part through the Australian Research Council.
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and the deployment of more sophisticated wireless communication infrastructure
(e.g., advanced data communication satellites). In order to achieve a truly perva-
sive computing environment it is imperative that we introduce Internet services
in public transport systems. An on-board communication solution will enable
transport operators to deliver value-added work, communication and entertain-
ment services to their passengers. Indeed, providing limited on-board services
such as access to entertainment and news is already a reality [1]. In recent years,
this new paradigm of Networks in Motion is fast becoming an active area of
research and development, and several commercial and research projects have
been initiated to build such systems [2, 3, 4, 5, 6, 7]. The work in this paper is
part of our larger goal of providing On-board Communication, Entertainment,
And iNformation (OCEAN) [8] for public transport systems.

A typical on-board mobility architecture consists of three main components
(see Fig.1) : high-speed on-board local area network (OBLAN), the Mobile
Router (MR), and Mobile Wireless Internet Connection (MWIC) [1]. The OBLAN
provides a local high-speed connectivity to the outside world for on-board pas-
sengers. The MR facilitates communication between the OBLAN and the global
communication infrastructure (e.g., Internet). The QoS module attached to the
MR is responsible for the management of all QoS functions such as admission
control and resource reservation. The OBLAN may also be additionally equipped
with data server and query manager to process on-board user requests. The
MWIC connects the MR to a land-based wireless station (e.g., 3G cellular packet
data service) or a satellite (e.g., Inmarsat Swift64 mobile packet data service)
to maintain connectivity between the OBLAN and the outside world. The heart
of the architecture is the MR [9] which provides global connectivity whereby all
users can access information by simply plugging into the OBLAN.

QoS
Module MR

MWIC

OBLAN

INTERNET

Fig. 1. Architecture of on-board Network

IP networks are considered a viable candidate for on-board computing envi-
ronment due to their flexibility and cost effectiveness. A key characteristic of the
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on-board IP network is that the entire IP subnet consisting of the MR and its as-
sociated user devices, is mobile and may rapidly change its communication point
to the outside world while moving. Existing IP protocols are not appropriate to
cope with the requirements of the mobile networks. New extensions are required
to provide continuous connectivity while MR changes point of association to the
Internet. To this end, the Internet Engineering Task Force (IETF) has recently
charted a new Working Group, called Network Mobility or NEMO to address
the issue of mobility management for networks in motion. In the NEMO basic
protocol [10] none of the user devices behind the MR are aware of the network’s
mobility. The MR is responsible for preserving session continuity as the net-
work moves making the mobility of the network transparent and seamless to the
on-board users. In other words, the on-board IP networks appears to be static
to all user devices. This mobility transparency posse several new challenges for
providing QoS support. The existing RSVP extensions for mobility are designed
to work with mobile IP but not with the NEMO basic protocol. Further, since
the MR is responsible for managing the mobility of the user devices, it is natural
for the MR to handle the resource reservation on behalf of these devices.

Another challenging aspect of the on-board communication system is the
high level of dynamism associated with the QoS resource demand at the MR.
The number of user devices connected to the OBLAN in a public transport
vehicle will invariably be very large. Further, this number is expected to change
frequently as travelers depart the vehicle and new riders board. Last but not
least, due to the wide variety of applications available to the users, there is
a high likelihood that a single user will access different real-time services at
different times. As a result the QoS requirements of a single user may also vary
significantly over the duration of his trip. This high level of QoS dynamics will
result in massive processing and signaling overhead of setup messages at MR and
the other routers along the end-to-end paths from senders to receivers. Hence,
it is extremely critical to address this scalability issue.

The rest of the paper is organized as follows. Section 2 provides an overview
of existing RSVP protocols that have been proposed for mobile networks. We
also elaborate on the unique challenges raised by on-board communication sys-
tems which render these protocols to be inapplicable in the on-board context.
The scalability issues associated with the RSVP signaling overhead are also dis-
cussed in greater detail. To overcome these limitations, we proposed a new on-
board RSVP protocol, which builds upon the building blocks of the traditional
RSVP and extends it to cater for the requirements of mobile networks. Section 3
presents the conceptual architecture of the on-board RSVP protocol. In Section
4 we present the temporal and cardinal aggregation policies to tackle scalability
issues. Finally, Section 5 concludes the paper and outlines future work.

2 Overview of Existing RSVP Protocols

The original RSVP proposed by Zhang et al [11] is a receiver initiated signaling
protocol for the Integrated Services architecture [12] for establishing QoS paths
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between senders and receivers. If the sender/receiver is mobile, part of the end-
to-end path changes over time. Resources in the old path have to be released,
and required resources must be reserved along the new path each time the mobile
host moves. Several extensions [13, 14, 15, 16] of RSVP have been proposed to
address host mobility and for gracefully integrating RSVP with Mobile IP. One
common feature of these protocols is that they make advance reservations at
future locations of mobile host.

We use MRSVP (a representative extension of RSVP for mobile communi-
cation) [13] as an example to illustrate the operation of RSVP extensions for
unicast flows. In Fig.2 (a), we assume that a mobile node (MN) is receiving
real-time data from a fixed sender. The path from sender to MN has a fixed
segment from sender to HAoMN, and a dynamic segment from HAoMN to MN.
The reservation over the dynamic segment is established through proxy agents
at home (HAoMN) and foreign networks (FAoMNs) as shown in Fig.2 (a). The
NEMO basic protocol proposed to handle mobility management for networks in
motion requires the MR to maintain a bidirectional tunnel between its current
location and its home network. All in-bound and out-bound on-board traffic
is routed through this tunnel, making the mobility of the network transparent
and seamless to the on-board users. The NEMO basic protocol bidirectional
tunnel is not an issue since RSVP tunnel protocol [17] can provide signaling of
RSVP messages in the tunnel. However, existing mobile RSVP protocols such
as MRSVP posses certain fundamental drawbacks that make them inappropri-
ate for on-board IP networks. Firstly, the dynamic segment (from HAoMN to
MN) is now more complex in on-board IP networks due to the mobility of the
router (MR). In NEMO basic protocol [10], the dynamic segment is broken into
three sub-segments (see Fig.2 (b)), the first connecting the HAoMN and the
HAoMR (home agent of mobile router), the second connecting the HAoMR and
the FAoMR (foreign agent of MR), and the third, essentially a wireless link,
connecting the MR to the FAoMR. Clearly MRSVP, is very limited in this en-
vironment, because it will reserve resources over the original dynamic segment
(HAoMN and FAoMN), whereas all traffic mainly flows over the more circuitous
NEMO basic protocol segment (see Fig.2 (b)).

Secondly, for MRSVP to function correctly (i.e., releasing resource over old
path and converting passive reservation into active reservation over new path),
MNs must be able to detect change of location (handoff). With NEMO, on-
board MNs are incapable of detecting change of location (mobility is managed
by MR). Thirdly, maintenance of individual RSVP flows (sessions) over the bi-
directional tunnel between MR and HAoMR by periodic refresh messages can
lead to serious scalability problems for the MR as well as the tunnel routers.
Further the resources requested change dynamically with new sessions being es-
tablished and existing ones being torn down quite frequently. Thus a change
in the original reserved resources triggers the setup process [11]. Some of these
issues, notably the scalability of refresh messages have been addressed elsewhere
[18, 19, 20] in contexts which different from the on-board communication archi-
tecture. A scheme to aggregate the RSVP refresh messages has been proposed
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Fig. 2. (a) Overview of MRSVP, (b) Dynamic segment problem of MRSVP

which essentially combines all the refresh messages for the various sessions over
a single refresh period into a single message. The aggregation of the refresh mes-
sages is much easier due to their periodic nature. However, handling the setup
and tear down messages is much more difficult since they are triggered randomly
based on user dynamics. This problem is further magnified due to the presence
of a large number of users in the on-board system. A scheme to aggregate setup
messages based on the bandwidth threshold has been briefly mentioned in [18].
However, to our knowledge, there has been no detailed analysis of aggregation
schemes for setup messages.

3 Architecture and Operation of On-Board RSVP

Unlike most wireless end devices (e.g; mobile phones), whose mobility behavior
is generally unpredictable, the routes of on-board IP network in public transport
vehicle are known in advance. We can leverage this knowledge for making the
advance reservations to the future locations. This important feature is used to
design an effective and scalable On-Board RSVP protocol. This section presents
the protocol architecture and operation of the proposed On-Board RSVP. We
describe the QoS proxies, message formats, protocol operation, and handoff man-
agement.

3.1 QoS Proxies

On-Board RSVP requires three types of QoS proxies deployed at three different
locations. A mobile proxy (MPX) is located at the on-board IP subnet, a home
proxy (HPX) is located in the home network of the MR, and foreign proxies
(FPXs) are located at subnets the MR visits during the trip.



On-Board RSVP: An Extension of RSVP to Support Real-Time Services 269

The main tasks performed by MPX are: (1) to compress multiple individual
outgoing RSVP (Path and Resv) messages into a single message and de-compress
incoming messages into individual RSVP messages, (2) establish active reserva-
tions from MR to home of MR, (3) to acquire addresses of FPXs (which are
pre-allocated CoAs of MR) using mechanisms such as service location protocol
(beyond the scope of this paper) at predefined future locations of MR and send
these addresses to HPX. Task (1) addresses the scalability issue by reducing
bandwidth overhead of RSVP signaling over the wireless connection, Task (2)
allows reservation of resources over the correct path (NEMO dynamic segment
shown in Figure 2(b)), and Task (3) helps HPX to establish passive reservation
between home of MR and all future visiting locations. Passive reservations will
be converted to active reservations when MR reaches a new location (similar
to MRSVP). HPX has the following responsibilities: (1) compress multiple MR-
bound RSVP (Path and Resv) messages into a single message and de-compress
messages from MR into individual RSVP messages, (2) establish active reser-
vations between home of MR and MR, and passive reservations between home
of MR and FPXs. On behalf of the MR, FPXs establish passive reservations
between future locations of MR and MR home using pre-allocated CoA of MR
at their respective locations.

3.2 On-Board RSVP Messages

To facilitate the above tasks of QoS proxies, On-Board RSVP uses six new
messages in addition to the existing RSVP messages respectively. These messages
are briefly described in Fig.3. Fig.4 and Fig.5 shows the format of OBPath and
OBResv messages respectively.

These additional objects in Fig.4 and Fig.5 help in compression and decom-
pression mechanism. For compression of RSVP Path messages to OBPath mes-
sage, the additional object ACC Sender has the destination (receiver) addresses
with the corresponding Sender TSpec objects of the received Path messages

Messages Desciption

OBPath
All individual Path messages received
 in the last T sec are compressed into

this message

OBResv
All individual Resv messages received

in the last T sec are compressed
into this message

OBRx
It contains the receiver specification and
identification such as flow spec object

 and session object.

OBTx
It contains the sender specification such

as sender Tspec and ADSpec object.

OBRIs
asks the FPX of old location to release

any reserved resources

OBLns contains addresses of FPXs of future locations.

Fig. 3. On-Board RSVP messages
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Fig. 5. OBResv message format

by the QoS proxy. Similarly for the compression of standard Resv messages
to OBResv message, ACC Receiver has the destination (sender) addresses with
the corresponding flow specifications of the received Resv messages. The received
Path and Resv messages are compressed by the QoS proxy depending on the ag-
gregation policy in use. These aggregation policies will be explained in greater
detail in the subsequent section.

To de-compress OBPath, the responsible QoS proxy will send the new stan-
dard RSVP Path messages to destinations using their respective Sender TSpec
specified in compress message. On the other hand, for the de-compression of
OBResv, the responsible QoS proxy will send the standard Resv messages to
the senders on behalf of the destinations (receivers) using their respective flow
specifications stored in ACC Receiver object.

3.3 Tunnel Operation

In RSVP tunnel protocol [17], data packets that require resource reservations
within a tunnel are encapsulated by perpending an IP and UDP header and
by using the UDP port number to distinguish packets of different RSVP flows.
This is a layer violation problem because routers are designed to process data
only at the network layer of OSI model. Other drawbacks with IP and UDP
encapsulation are traffic control performance and IP level security problem. For
the efficient operation of On-Board RSVP over bidirectional tunnel, the proposed
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protocol make use of flow label field of mobile IPv6 to distinguish between QoS
and non-QoS data packets. Therefore in order to establish a proper On-Board
RSVP session state in bidirectional tunnel routers, OBPath has a unique label
in the sender template object and similarly OBResv must also contain that label
in filter specification object. The packet classifier in the tunnel routers does not
have to look at any port number but only at the pair of QoS proxy address and
label in an encapsulated header.

3.4 Protocol Operation

Using proxies and messages described above, Fig.6 (a) illustrates the resource
reservation process of On-Board RSVP. Initially, MPX sends the list of future
locations (or addresses of FPXs) to HPX using the OBLns message (step 1). Let
us assume that there are two senders, S1 and S2, sending data to two on-board
receivers, R1 and R2 respectively. The periodic Path messages from senders
go to the home agents of respective receivers, who then simply relay them to
home network of MR (step 2). The HPX intercepts all these Path messages
during a time period determined by the deployed aggregation policy. In this
illustrative example, we assume that the TOP policy has been deployed wherein
the HPX compresses all the Path messages in the last T sec, and sends a single
compressed active OBPath (AOBPath) message to MPX and a passive OBPath
(POBPath) to all FPXs contained in the OBLns message received earlier (step 3).
Upon receiving the OBPath message, the MPX de-compresses it and delivers the
individual Path messages to respective on-board receivers (step 4). The receivers
respond with Resv messages with bandwidth requirements, in this case 2 Kbps
and 3 Kbps (step 5). MPX compresses these two outgoing Resv messages into a
single active OBResv (AOBResv) message and sends it to HPX over the wireless
link (step 6). It also notifies the FPXs that the total bandwidth requirement is
5 Kbps using the OBRx message (step 7). The FPXs, upon receiving OBRx,
establishes passive reservation to HPX using the passive OBResv (POBResv)
message (step 8). Finally, the HPX de-compress active OBResv (AOBResv)
message into individual Resv messages of 2 kbps and 3 Kbps and send them
to S1 and S2 (step 9). In this case, the data packets, which require resources,
are encapsulated by HPX with proper label (carried by OBPath and OBResv
messages). While normal best effort oriented data packets are encapsulated with
no label.

3.5 Handoff Management

Fig.6 (b) shows the dynamics of resource management of On-Board RSVP after
a hand-off, i.e., after a MR changes its point of attachment from an old location
to a new location. MPX sends an OBRIs message to its old foreign agent (step 1).
Upon receiving the OBRls message from MR, MR’s old foreign agent will send
standard RSVP RESV tear message to explicitly free up the resources reserved
by MR on routers along the path to the home agent of MR (step 2). Finally
MPX sends the updated list of its future FPXs (old FPX is removed from the
list) to HPX (step 3).
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Fig. 6. (a) Resource reservation process, (b) Handoff scenario

4 Aggregation Schemes for Setup Messages

The QoS module at the MR and FAoMR are responsible for handling all the
signaling messages. The refresh and setup/update messages are classified into
two queues as shown in Fig.7. The incoming Path and Resv messages will be
compared by the classifier to the existing Path state block and reservation state
block respectively in order to determine whether they are new, updated, or
refresh messages. Since new/update messages need different treatment to that
of refresh messages, new and update messages are placed in the setup queue,
while refresh messages are placed in the refresh queue.

On-Board IP
Devices Setup Queue

Refresh Queue

Scheduler Internet

QoS Module in MR
Setup/
update

Refresh
Classifier

Fig. 7. Setup and refresh messages handling at MR

One way to reduce the frequency of setup messages is the reservation thresh-
old scheme [18]. In this scheme, the setup/update messages will only be sent
when the reserved bandwidth changes by more than a certain threshold value
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R. We will call this policy as Resource Threshold Operating Policy (ROP). The
main advantage of the ROP is that the granularity of bandwidth request in setup
messages can be controlled by setting R. But this scheme suffers from three prob-
lems. Firstly, the ROP policy provides no control over the waiting time of the
messages in queue. This time duration is entirely dependent on the value of the
threshold and the bandwidth requirements of the new setup requests. In par-
ticular, if the bandwidth requirements of the sessions are considerably small, as
compared to the value of the threshold, it can easily result in a considerably large
waiting time. Secondly with ROP, there is no control over the level of aggregation
that can be achieved. In other words, we cannot control the number of messages
that will be compressed. Lastly, ROP may result in unfairness in the waiting
time duration for sessions with different resource requirements. For simplicity,
assume that there are two categories of sessions with bandwidth requirements
r1 and r2 respectively, where r1 is much less than R and r2 is approximately
equal to R. One can readily see that sessions with bandwidth requirement r1
have to wait for a longer time in the queue before the threshold value is reached,
as compared to the sessions with bandwidth requirement of r2.

As an alternative to ROP, we propose two new aggregation techniques to
address the above problems: (1) Temporal Operating Policy (TOP), and (2)
Cardinal Operating Policy (COP). The TOP is based on time interval. In this
technique the QoS module takes a vacation of a fixed length T if there are no
message(s) in queue. After the time period T , it scans the setup queue and if it
finds message(s) waiting in the queue it starts the setup process (generating On-
Board RSVP messages), otherwise it takes another vacation of length T . Unlike
TOP, where the QoS module goes on vacation for a fixed duration of time, in
COP the QoS module remains in the vacation state until a certain K request
messages are accumulated in the queue. We assume that that there is no arrival
during the setup process as the time for setup process is negligible. The problem
of the waiting delay of setup messages can be managed by the TOP technique.
Consequently, TOP may be used to aggregate real time sessions, which require
defined minimum setup delay. The COP policy provides fine-grained control
over the message aggregation factor by setting an appropriate value for K, and
hence eliminates the second drawback of the ROP policy. As a result, with
COP, it is possible to admit a defined number of sessions, which may be useful
for situations where profit is based on number of admitted sessions. Contrary to
ROP, the control parameters in TOP and COP are completely independent of the
bandwidth requirement of sessions. As a result, these two schemes do not exhibit
any unfairness towards the sessions with low bandwidth requirements, which is
another limitation of ROP. However, unlike the ROP scheme, neither TOP nor
COP provides any control over the granularity of the bandwidth aggregation.

In general, these aggregation policies will help to reduce the frequency of
setup messages, which results in savings in terms of the signaling and processing
overhead. However, since all these schemes aggregate several requests into one
collective request, they will lead to a slight increase in the setup delay. It is im-
portant to note that the setup process delay is totally independent of the actual
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end-to-end delay experienced by flows. The control parameters of these policies
can be adjusted based on passenger dynamics and the QoS requirements of the
applications. For example, a non-real-time application may be able to sustain a
longer setup delay. A hybrid QoS module could also be developed, wherein these
three aggregation policies could be deployed simultaneously to cater to the vary-
ing requirements of different applications. However, there is a need to develop an
analytical model for comparing the performance of these policies under different
set of parameters such as setup delay and setup processing cost.

5 Conclusion and Future Work

We have identified three major limitations of existing RSVP protocols in the
context of on-board IP networks. To overcome these limitations,, we have pro-
posed an extension of RSVP, called On-Board RSVP. The architecture, protocol
message formats and the operation of On-Board RSVP are described. One can
readily see that On-Board RSVP requires minimum modifications to the exist-
ing RSVP protocol. The highly dynamic nature of the QoS reservations in an
on-board communication system also introduces a scalability issue due to the
large number of setup and tear-down messages that need to be processed by the
MR and other routers along the bi-directional tunnel. To address this problem,
we have also proposed two new aggregation schemes for setup messages : Car-
dinal Operation Policy (COP) and Temporal Operating Policy (TOP). As part
of our on-going work, we are focusing on developing a mathematical model for
analysing these schemes and comparing their performance characteristics under
different scenarios.
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Abstract. This paper presents a new secure scheme for Protocol In-
dependent Multicast Sparse Mode (PIM-SM). PIM is the predominant
multicast routing protocol in use on the Internet today, where members
of the multicast group are distributed sparsely over a wide area. Security
issues are particularly important in such multicast routing protocols. In
this paper, we propose two distributed group key management schemes to
build a secure PIM-SM multicast routing protocol. With these schemes,
the network administrator can manage the secure PIM-SM multicast
more efficiently, and the management of groups is made more flexible.

1 Introduction

Multicasting invoves sending of data from one to many recipients, or many to
many recipients [1]. Multicast has become significant because it can be used to
service many users with reduced loading of the network and the server. The
prospective members initiate joining the multicast group using the Internet
Group Management Protocol (IGMP). Routers in a network employ multicast
routing protocols to optimally route the multicast packets through the network
from the source to the destinations. The multicast routing protocols can be
divided into three categories: distance vector, link state, and shared trees. Dis-
tance Vector Routing Protocol (DVRP) and Protocol Impendent Protocol-Dense
Mode (PIM-DM) are based on distance vector, Multicast Open Shortest Path
First (MOSPF)is based on link state, and Protocol Impendent Protocol-Sparse
Mode (PIM-SM) and Core-Based Tree (CBT) are based on shared trees. PIM-
SM is designed for the larger and sparser groups encountered on the Internet and
is probably the predominant multicast routing protocols in use on the Internet
today [2]. However security issues are still a major concern with multicasting
protocols for some of the applications that have confidential and high value con-
tent. Furthermore, there are issues with the system robustness as the malicious
users may attack the multicast routing system and disrupt the interactions.

In general, there are three main characterisitics of multicast: all members
receive all packets sent to the address, open group membership, and open access
to send packets [3]. Based on these properties, the components of the multicast
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system that need to be secured include the following [4][3]: multicast distribution
tree protection, end-to-end data protection through cryptographic operations
and member access control. Researchers have developed many schemes for end-
to-end data protection [5] [6] and the member access control [3][7][8]. In this
paper, we present one multicast distribution tree protection scheme that uses
a distribution algorithm to protect the control messages and authenticate the
sending routers in PIM-SM multicast domain as well as another flexible end-to-
end data protection scheme that uses a dynamic group key management method
that we have proposed earlier.

The remainder of this paper is organized as follows. Section 2 introduces
the PIM-SM Protocol and security issues. Section 3 describes the distributed
algorithm, and then presents our new secure PIM multicast routing control mes-
sages scheme using the ID based distributed group key management. Section 4
introduces the dynamic group key management algorithm and then proposes the
secure end-to-end data protection PIM-SM multicast scheme. Finally, the last
section contains some concluding remarks.

2 PIM-SM and Security Issues

This section introduces PIM-SM protocol and its security issues. There are sev-
eral related works such as [9] [10] [11] and [12].

In general, PIM-SM is designed for the larger and sparser groups encountered
on the Internet. PIM uses an underlying topology-gathering protocol to develop
a routing table. This routing table is called Multicast Routing Information Base
(MRIB). MRIB is used to provide the next hop router to each destination subnet.
PIM-SM takes three phases to route data packets from source to the receivers.

Phase one builds a shard tree rooted at the Rendezvous Point (RP) and then
uses this shared tree to forward data to group members (Figure 1). A multicast
receiver sends an IGMP join message to local Designate Router (DR). The DR
sends (*, G) PIM Join message towards the RP for that group. The join message
(*, G) reaches either the RP, or another router that already has a group member
downstream for that group. If there are many members in that group, the join
message will converge on the RP and form RP tree (RPT) (also called shared
tree) for that group. Join message is sent periodically by the receiver’s designated
router as long as the receiver remains in the group. The multicast data sender
sends a packet with multicast address as its destination to the DR. The sender’s
DR encapsulates the data packet (called registering) and sends them directly
to the RP. After receiving the register packet, the RP decapsulates them, and
forwards them on to the shared tree.

Phase two forwards the native (unencapsulated) packets from the sender to
the RP, as the encapsulation and decapsualation is expensive. After the RP
receives the registering packets, it will initiate an (S, G) source specific Join to
S. All the routers along the path initiates the (S, G) multicast tree state; then
the packets start to flow following the (S, G) tree to RP. If the packets reach a
router with (*.G) state, then they can do a short cut to receivers. RP may receive
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Fig. 1. PIM-SM Phase one: Shared Tree

both the original and the encapsulated packets. It discards the encapsulated one
and sends a register stop message to the DR of source to prevent the unnecessary
encapsulated packets.

In phase three, the receiver’s DR initiates a transfer from a source specific
shortest path tree (SPT) instead of the shared tree. It sends an (S, G) Join
message toward the sender. On receiving this Join message, the sender DR for-
wards the multicast data to the receiver directly. As several receivers initiate the
shortest path tree, these paths converge and create a shortest path tree (SPT).
At this time, the receiver may get two copies: one from the RPT, and one from
SPT. It will drop the one from RPT, and send an (S, G) prune message to RP
(called (S, G, rpt) prune). After this, it forms the final shortest path tree (Figure
2).

We can note that PIM sparse mode has several interesting characteristics.
First, PIM-SM has the transition property; that is, it transmits from the shared
tree to source-based tree. After the receiver receives the multicast packets from
the RP through the shared tree, it gets the other multicast packets directly from
the source through the source-based tree if this tree is shorter. Moreover, RP is
the core of PIM-SM; the senders report their existence to one or more RPs, and

Fig. 2. PIM-SM Phase Three: Source-specific Shorted-Path Tree
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the receivers find the multicast session by querying RPs. Furthermore, routers
join the PIM-SM tree through explicit message when there are downstream re-
ceivers. These flexibility and scaling characteristics make PIM-SM more suitable
for those groups where members are distributed sparsely across a wide area.

As mentioned earlier, security issues become significant in such an environ-
ment. One can envisage several attacks based on forged messages to the PIM-SM
system (see for instance, IETF Draft ). They include forged link-local messages
(Join/Prune message, Hello message, and Assert message) and forged unicast
messages (such as a Register message and a Register stop message). The forged
register message can be used to inject illegitimate traffic onto the shared multi-
cast tree. The forged register stop message can be used to prevent the legitimate
DR from registering the packets to the RP. Currently, IETF Draft [12] recom-
mends using the IPSec transport mode (AH) to prevent these attacks against
the PIM. The PIM network administrator configures each PIM router with one
or more Security Associations (SA) and associated SPI. The senders use it to
sign PIM protocol messages and the receiver uses it to authenticate the received
PIM protocol message.

There are two methods to protect the register and register stop messages in
PIM-SM network. One involves configuring each DR to select a unique SA and
SPI for the traffic sent to each RP. Another involves all DR in the same do-
main use same authentication method or authentication key. Note that the first
method will create key management and distribution problem for the network
administrator, and the second method has another problem that all routers must
be changed when you want to change the authentication key or the method.

In the next section, we will propose a new secure distributed group manage-
ment algorithm where each router in the domain has a unique key, and the RP
can use a different key to authenticate the register message.

Other security issues in PIM-SM multicast include confidentiality and au-
thentication. As we know, in the IP multicast model, any host can use the
Internet Group Membership Protocol (IGMP) to join any multicast group. This
open group model of the multicast is beneficial in many environments. Another
property of the multicast is that any host can send data to the multicast group.
However, these properties of the multicast might cause some serious security
issues such as eavesdropping and denial of service. The group members have to
verify the message received is really from the claimed source.

The solutions for these security problems include multicast group data en-
cryption with group key management, multicast source authentication, multicast
receivers and multicast sender access control. The Internet Engineering Task
Force (IETF) in [13] has proposed a multicast security architecture reference
framework. This framework classifies and specifies the functional areas, func-
tional elements and their interfaces.

The three functional areas are multicast data handling, group key manage-
ment, and the multicast security policies. Multicast data handling covers the
issues concerning the security related treament of the multicast data by the
sender and the receiver. Typically, the data is encrypted with a group key which
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mainly addresses the issues of confidentiality. The data authentication includes
the data source authentication and the data integrity. The multicast policy pro-
vides rules of operation for the other elements of the Reference Framework.

Group key management is concerned with the secure distribution and refresh-
ing of the keying material. The keying material refers to the cryptographic key
belonging to the group, the state associated with the keys and the other security
parameters related to the key. Group key management is one of the main aspects
of the security multicast. The objective of a group key management protocol is
to provide the group members with an up-to-date security association. In the
Group Security Association Model [14], the Group Key Management Architec-
ture consists of three protocols: the Registration Protocol, the Re-key protocol,
and the Data Security protocol.

There are two types of group keys: the KEK (key-encrypting key) and the
TEK (traffic-encrypting key). The KEK maybe a single key that encrypts the
TEK or a vector of keys that encrypt the TEK and other TEKs. The TEK
is established by the Registration Protocol and is used by the re-key protocol.
The TEK is established by the Re-Key Protocol and used by the Data Security
Protocol.

There are some challenges in designing secure multicast services in IP multi-
cast for the dynamic group in large scale systems, in which the group members
join and leave frequently. One is that we need to ensure the forward and back-
ward secrecy. Forward secrecy implies that whenever a member of a group leaves
the group, s/he must be prevented from having further access to the data and
keys of the multicast group. Backwards secrecy requires that the data commu-
nicated within a group before a new member or members join(s) must remain
secret to the new member or members. Other multicast security requirements
include ”1 affects all” scalability and data source authentication. The former
requirement implies that the addition or removal of one or more members from
a group should not affect other members of the group. The latter addresses the
situation where an adversary or a group member poses as a member or another
member of the group in sending the data.

There are a lot of research works on secure multicast communications in
recent years, and several survey papers categorize these existing secure multicast
protocols. According to these papers [15], the existing group key management
protocol can be divided into two categories: the flat scheme and the hierarchical
scheme. The flat schemes can be further divided in Centralized Flat schemes and
Distributed Flat schemes. The Hierarchical schemes can be further divided into
node based protocols and the key based protocols. As far as we know all of these
existing protocols still suffer from at least one or more of the following problems:
scalability, secrecy, dynamic subgroup/member move, unreliable multicast and
high dynamics.

Based on the number of the senders, multicast is divided into two types: one-
to-many (or 1-to-N) and many-to-many (or M-to-N). In a 1-to-N multicast, only
one sender can transmit data to a group and in a M-to-N multicast, multiple (or
all) group members can transmit data to a group. As we discussed before, PIM-
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SM multicast suffers more than other routing protocols from these problems.
In this paper, we will give two flexible group key management protocols, one
for the one-to-many PIM-SM multicast and another for many-to-many PIM-
SM multicast. These schemes will follow IEFE’s multicast security architecture
reference framework and the group security association model.

3 New Secure Distribution Tree Protection Scheme for
PIM-SM

In this section, we introduce an ID based distributed group management algo-
rithm, and then present our new secure distribution tree protection scheme for
PIM-SM.

3.1 System Setup

We set up our systems using bilinear pairings due to Boneh and Franklin [16].
Let us define two cyclic groups G1, G2. G1 is an additive group and G2 is a
multiplicative group. Both have a prime order q. Let e be a computable bilinear
map e : G1 × G1 → G2. For a, b ∈ Zq and P,Q ∈ G1, we have e(aP, bQ) =
e(P,Q)ab.

Definition 1. (Decisional Diffie-Hellman Problem) Given P, aP, bP, cP ∈ G1

and a, b, c ∈ Zq, decide whether c = ab ∈ Zq.

A decisional Diffie-Hellman problem (DDHP) is satisfied [17] since e(aP, bP )
= e(P, P )ab. The security of the pairing algorithm is based on the computational
Diffie-Hellman problem (CDHP), which is given below.

Definition 2. (Computational Diffie-Hellman Problem) Let a, b be chosen from
Zq at random and P be a generator chosen from G1 at random. Given (P, aP, bP ),
compute abP ∈ G.

G1 is referred to as a Gap Diffie-Hellman (GDH) group and CDHP can be
referred to as a Gap Diffie-Hellman problem – if DDHP can be solved in poly-
nomial time and no polynomial algorithm can solve CDHP with non-negligible
advantage within polynomial time.

An Identity-Based Signature Scheme. Let Alice be a server who is trusted
by a group of users. Alice implements the following steps in order to set up the
system.

– selects a master secret key s and then computes its corresponding public key
Y ← sP ;

– selects a hash function H1 : {0, 1}∗ → G1;
– extracts Qi ← H1(IDi);
– computes secret signing key for each user: Ki ← sQi.



282 J. Zhang, V. Varadharajan, and Y. Mu

To sign a message m ∈ {0, 1}∗, user i selects a random number r ∈ Zq, a
generator P ∈ G1, and a public hash function H2 : {0, 1}∗ → Zq and computes
Ri ← rQi and

Si ← (H2(m,Ri) + r)Ki.

The signature is now a triple (Ri, Si,m).
To verify the signature, the following is checked:

e(Si, P ) ?= e(H(m,Ri)H1(IDi) +R, Y ).

3.2 Our Secure Tree Protection Scheme for PIM-SM

In this section, we present a new security scheme for the PIM-SM system. As
we mentioned in the last section, each DRi has a unique identification IDi. No
matter which DRi sends the signed register message to the RP in Phase One or
the RPi sends the register stop message to DRr in the Phase Two, both can use
this scheme to authenticate the received message that comes from IDi.

The scheme works as follows. The domain administrator sets up the system by
following the algorithm presented in the preceding section and then distributes
each DR’s secret key via secure channels in the domain separately. At this stage,
each DR in the domain has a public key Y, secret signing key Ki, a unique
identification IDi.

For the register message in the PIM-SM protocol Phase One, the DRi can
sign the register message Mr using his secret signing key Ki and generate a
signature triple (Ri, Si,Mr), where Ri ← rQi, Si ← (H2(Mr, Ri) + r)Ki, and
Mr is the register message.

When the RP receives the signing register massage, it can verify the signature
using the public key Y and the sender DR IDi.

e(Si, P ) ?= e(H(Mr, Ri)H1(IDi) +R, Y ).

Fig. 3. Secure Tree Protection Scheme

Similarly, for the register stop message in the PIM-SM protocol Phase Two,
similarly, the RP as a DR can also sign the stop register message Msr and
generate the signature (Ri, Si,Msr), and then it can be verified by the DR.
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4 New Secure End-to-End Data Protection Scheme for
PIM-SM

In this section, we describe an dynamic distributed group key management al-
gorithm, and then present two new secure end-to-end data protection schemes
based on one-to-many and many-to-many multicast for PIM-SM.

4.1 Key Generation Algorithm

Our approach involves the proposal of a dynamic group key management scheme
that enables secure and efficient updating of group members. We achieve this
by constructing a public key that is associated with several private keys. The
proposal for secure multicasting is based on our earlier work on key distribution
described in [18].

Preliminaries. The security of our scheme is dependent on the difficulty of
computing discrete logarithms, and is based on the polynomial functions and a
set of exponentials.

Let N be a product of p, q that are large primes, Z∗
N be a multiplicative

group of order φ(N) = (p − 1)(q − 1), and g ∈ Zφ(N) be a generator. Let
xi ∈R Zq for i = 0, 1, 2, ..., n be a set of integers. A polynomial function of
order n is constructed as follows: f(x) =

∏n
i=1(x − xi) ≡

∑n
i=0 aix

i modφ(N),
where ai are the coefficients: a0 =

∏n
j=1(−xj), a1 =

∑n
i=1

∏n
i �=j(−xj),..., an−2 =∑n

i �=j(−xi)(−xj), an−1 =
∑n

i=1(−xj), an = 1. Note that f(xj) =
∑n

i=0 aix
i
j =

0. We can use this property to construct a multicasting encryption system.
With the set {ai}, we can construct the corresponding exponential functions,

{ga0 , ga1 , ga2 , ..., gan} ≡ {g0, g1, g2, ..., gn}.

System Setup. The construction of the encryption and decryption keys is done
as follows:

– Select n distinct random numbers xi ∈ Zφ(N) for i = 1, 2, · · · , n, which form
a set Xn and a subset Xm ⊂ Xn.

– Compute A =
∏n

j=1(
∏n−1

i=0 g
xi

j

i ) modN . Note that A is computed only once.
We will see later that dynamic updates of the system do not require re-
computation of A.

– Select an integer b ∈ Zφ(N) and compute its multiplicative inverse b−1 such
that bb−1 = 1 modφ(N).

– Compute x̄j = b−1
∑n

i �=j x
n
i modφ(N), for j = 1, 2, ..., n.

– Compute x̂j = sjx
n
j , where

sj = s′1s
′
2 · · · s′n, sjs

′
j = s′j modφ(N), sj , s

′
j ∈ Zφ(N).

These values satisfy the equality:

Asgsbx̄jgsx̂j = 1 modN, ∀j ∈ {1, 2, · · · , n}.
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A is kept by the authorized server and will be used as the encryption key.
Since the encryption key is not public, there is no need for us to protect it against
any illegal modification.

x̄j and x̂j are given to user j as its secret decryption key during the process of
its registration. Hence the private decryption key doublet is (x̄j , x̂j). Note that
the computation of A is a one-time task. The server does not need to modify
this during a system update. This is an important feature, since it makes the
encryption/decryption processes very efficient (a maximum of 2 or 3 exponential
computations).

Multicasting Encryption Protocol. The encryption key A is used to encrypt
a session key, which is then used to encrypt a message. All members of the group
can decrypt the session key and then decrypt the message individually with their
private keys. Let us suppose that M is the message to be encrypted and k is a
session key. The protocol works as follows:

– Select an integer r ∈R Zφ(N).
– Compute ḡ = gsr modN and ĝ = gsbr modN .
– Compute the ciphertext c = Ek(M) and k′ = kAsr modN , where Ek(.)

denotes a symmetric key encryption function.
– Broadcast the 4-tuple (ḡ, ĝ, c, k′) to all subscribers.

To decrypt the session key, the user j computes k′ĝx̄j ḡx̂j = k modN. k is
then used for the decryption of the message.

4.2 Security Scheme for One-to-Many PIM-SM Protocol

As mentioned before, the multicast can be divided into two categories: one to
many (or 1-to-N)and many to many (or M-to-N). One-to-many multicast cov-
ers such scenarios where the multicast group has only one sender and multiple
receivers. Only one sender can transmit the data and the transmission is unidi-
rectional from the sender to other group members. The sender is the producer of
the data and the receivers are the passive consumers of the data. Some examples
of this multicast application include video-on-demand, Internet TV and other
applications such as broadasting of stock quotes and news.

In one-to-many or many-to-many multicast, usually there are thousands or
even millions of members, and the membership is dynamic. That is, the members
join and leave the group frequently. In particularl, for the PIM-SM multicast
routing protocol, the members can be sparsely distributed in a vast area. So it is
a big challenge to ensure perfect secrecy to prevent the non-legitimate member
from accessing the data. In some applications, the data source authentication is
also required.

For one-to-many multicast, the sender is usually the group owner and the ini-
tiator of the group. More specifically, in the PIM-SM multicast routing protocol,
the sender will be located in the root of the shared tree or the Rendezvous Point
(RP) for the efficiency. Therefore, the sender can act as the Group Controller
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and Key Server (GCKS). We also discuss the case in which the sender is located
in one of the branches of the shared tree.

In the rest of this section, we will propose a new security scheme for PIM-
SM multicast routing protocol based on the distributed algorithm given in last
section.

As we mentioned before, there are three protocols in the group key manage-
ment architecture. The first one is the registration protocol. In this phase, the
GCKS (sender) initiates the protocol by inviting the prospective member to join
a multicast group. If the prospective member agrees to join the group, it can
establish the security Association (SA). Then it can use the security channel
such as the IPsec ot TLS/SSL to transmit the private key (x̄j and x̂j) to the
new member, which is generated as described in the previous section.

The second protocol is the re-keying protocol. To remove a member, the
GCKS does not need to reconstruct the encryption key A. Instead, the GCKS
only recomputes s such that s′γ does not include the member to be removed; the
computation is s = Σn

i=1,i �=γs
′
i . We can still use the protocol above without any

modification.
To add new members to the group, the GCKS makes use of an element in

the spare set Xn −Xm. Recall that we have assumed that the actual number of
members is less than the total set. That is, m < n or Xm < Xn. Hence to add
a new member, the GCKS simply moves one unused element from Xn −Xm to
Xm.

The third protocol is the data security protocol. Figure 4 shows this protocol
in the PIM-SM multicast. As mentioned in Section 2, we have two types of group
keys: the KEK and the TEK. KEK is used for the re-keying protocol and the
TEK is used for the data transfer security protocol. In this scheme, there are
two ways to encrypt the data. The multicast source or sender (GCKS) can use
the encryption key (A) as both KEK and TEK. In the re-keying protocol, the
sender (GCKS) recomputes s for an update of the group.

Fig. 4. Securing One-to-Many Multicast – Scheme One

One can also adopt a hybrid approach to reduce the encrypting and decrypt-
ing time. The sender’s(GCKS) encryption key (A) is used for the KEK. The
GCKS generates a symmetric key as the TEK to encrypt the message to be
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transmitted. The message to be transmitted is encrypted with the TEK that
is encrypted with the KEK, and is then sent to the associated members. The
members can decrypt it with their own private key (x̄j and x̂j) to get the session
key TEK, and then use it to decrypt the cipher message. The message data can
be transmitted to the members along the shared tree just like the Core Based
Tree (CBT), because this shared tree is also source-specific shortest-path tree
(SPT).

Fig. 5. Securing One-to-Many Multicast – Scheme Two

In some cases, the sender may not be located in the root of the shared tree or
Rendezvous Point (RP). In particular, the sender may be a mobile node. Figure
5 depicts this protocol for PIM multicast. The multicast source or sender is still
the group owner and can still act as the GCKS having the encryption key (A);
it encrypts the data and sends it using the source-specific shortest-path tree
(SPT). For instance, the message will be sent from multicast source (sender) to
the member Mi following the path: DR3, DR2, DR5, DR6 to member Mj .

4.3 Security Scheme for Many-to-Many PIM-SM

Another category of the multicast is the Many-to-Many (or M-to-N). In many-
to-many multicast protocols, some or all group members can disseminate mes-
sages in the multicast group. The many-to-many multicast applications include
multimedia conferencing such as A/V and whiteboard, shared editing and collab-
oration, interactive distance learning, synchronized resources such as database
updates, distributed interactive simulations (DIS) multi-player gaming and chat
groups.

In some many-to-many multicast applications, the group owner needs to han-
dle hundreds even thousands of members. Some or all of them may become the
senders to distribute the messages. It needs a flexible scalable key management
scheme.

We still use the distributed algorithm described earlier. By following the
group key management architecture, it still has three protocols. The first and
the second protocols are same as the ones for the one-to-many multicast. The
third one is as follows (see Figure 6).
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Here the GCKS can be located in the RP or at the root of the shared tree,
while at the same time the sender could be any member of the multicast group.
For example, the multicast source is in one branch of the shared tree (the member
Mi). The GCKS will manage the KEK as described before to generate the KEK
(A) and the TEK. When the multicast source Mi needs to send the data to the
multicast group, it will get the TEK encrypted by the KEK (A) from the GCKS
(in Figure 6, the path will be RP , DR1, DR2, DR3). Then it will decrypt the
TEK with its private key pair (x̄i and x̂i). After this, it can encrypt the data
to be sent using the TEK, and transmit the encrypted data and the encrypted
TEK to the multicast group members.

Fig. 6. Securing Many-to-Many Multicast Scheme

The sent data will follow the PIM source-specific shortest-path tree (SPT)
from the sender to the multicast group members. For example, the encrypted
data from the sender (Mi) to one of the multicast group members (Mj) will
follow the source-specific shortest-path: DR3, DR2, DR5, DR6 to Mj (showed
in Figure 6), and it will not detour to follow the path: DR3, DR2, DR1, RP ,
DR5, DR6 to Mj . When the member Mj gets the encrypted TEK and message,
it will use its private key pair ((x̄j and x̂j) to decrypt the TEK, and then use it
to decrypt the encrypted message.

5 Concluding Remarks

We have presented a new security scheme for PIM-SM system. With this scheme,
the PIM-SM domain administrator can manage the network more efficiently.
Compared with the two currently used schemes, it does not need to update
all the routers in the domain when the authentication key is changed, thereby
making the scheme more flexible and efficient. We have proposed two secure end-
to-end data protection schemes for PIM-SM. These schemes provide a flexible
and scalable key management method for the dynamic multicast group. It also
provides perfect secrecy and source authentication.
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Abstract. We propose heuristic algorithms to compute efficient restorable  
tunnel paths for IP Virtual Private Networks (IPVPNs). We first propose a Cus-
tomer Premises Equipment (CPE) based solution to the problem and then opti-
mize it by activating selectively few core ISP routers. We consider link cost as 
a function of bandwidth and loss over the link. The VPN tunnel paths are com-
puted taking into account two parameters, the link cost and the cost of core 
routers that serve as end points of the tunnel. These paths we then call as Active 
Paths. Reliability of a VPN depends on the reliability of links in the Active 
path. To guarantee service quality and VPN availability to the Corporate users, 
seamless recovery from failures is mandatory. For the sake of survivability we 
propose heuristics for computing optimal backup path. We assume that the re-
sidual capacity available over the links for the VPN is sufficient to satisfy the  
Service Level Agreement (SLA). The problem of finding optimal paths for 
both Active and Backup is similar to constructing a directed steiner tree routed 
at source and spanning all the destinations which is NP-hard. Our heuristic al-
gorithms provide an efficient solution to this problem with polynomial compu-
tation time. 

1   Introduction 

Corporations with branch offices and facilities across the globe wish to connect their  
subnetworks hundreds or even thousands of miles away. Traditional solutions based 
on dedicated leased lines are gradually being replaced by VPNs. A Virtual Private 
Network (VPN) is a logical network that is established on top of a physical network 
like the Internet in order to provide the behavior of a dedicated network with private 
lines to the users of the VPN [1]. As private networks built on using dedicated leased 
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lines offer guaranteed bandwidth, security, and latency, users demand similar guaran-
tees from the IPVPNs [2].  

The first generation IPVPNs focused on security issues ignoring Quality of Ser-
vice guarantees. However, the recent IP-technologies like MPLS, Diffserv, RSVP 
deal with QoS issues. Quality of Service guarantee is becoming a significant chal-
lenge for the VPN service providers as VPN users want to have real time applications 
such as IP telephony, interactive games, teleconferencing, videos, and audios etc., 
over their VPN connections [3]. 

A variety of ways that tunnels can be formed are IP tunnels (IP over IP, IPSec, 
GRE), ATM VCs, and MPLS. The peer VPN model is one where paths are computed 
on a hop-by-hop basis, but in overlay VPN model the network layer-forwarding path 
is not done on a hop-by-hop basis, but rather the intermediate link layer is used as a 
cut-through to another edge node on the other side of the public network cloud [4]. 
The overlay model introduces serious scalability problems as network management to 
maintain routing information increases in direct proportion to the number of con-
nected sites. A subtype of this overlay model is tunneling that allows tunnels between 
source and destination router, router to-router, or host-to-host. Tunnels encapsulate 
source packets with a new header, and forward them into a tunnel with a destination 
address of the end point. 

Quality of Service in VPNs can be assured by employing either Pipe model or 
Hose model [5]. In Pipe model, the customer specifies the load between every pair of 
endpoints. In Hose model, the customer specifies the aggregate traffic requirements. 
Our work in this paper targets Pipe model VPNs.  

There are two approaches for establishing VPN tunnels in Pipe model: Customer 
Premises Equipment (CPE) based and Network based [6]. In CPE based approach, 
tunnels are established only between the CPE devices (mainly border routers); 
whereas in the network-based approach, tunnels are established between the routers 
of core network.  

In case of CPE based IPVPN, security may be applied from end to end [7]. As the 
traffic is IP traffic, the enterprise has the flexibility of adding and removing tunnels 
dynamically, instead of requiring the service provider to configure permanent virtual 
circuits (PVCs) within the network. This allows the enterprise to have the flexibility 
of a fully meshed network without having to pay for the numerous PVCs needed in 
frame relay or ATMs. As a result, the enterprise would bring up tunnels for video 
calls, overnight backups, file transfers, etc and take them down when not needed. In 
Network based approach, we have the tunnel end points within the ISPs core network, 
i.e. the routers in the core network can be strategically activated to make the path 
optimal between any two border routers or Customer edge routers, passing through 
core routers or provider routers. An example of this approach is described in Figure 1.  

Figure 1 shows an Intranet/Extranet VPN scenario with four branch offices con-
nected to the corporate headquarter through VPN. This situation models a single 
source and multiple destinations. Every link has a cost associated with it. The cost we 
assume here is a function of QoS parameters like bandwidth, and loss over a link. 
Every node in this network is associated with a weight function that measures the 
capability of the node in the form of hardware and software resources available at that 
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node. We also assume another metric called funds that is defined as a limit on the 
number of core routers that can be activated. Our objective in this work is to find 
efficient tunnel path spanning from source to multiple destinations. Here, by activat-
ing few core routers, the overall routing cost can be reduced. For example, in figure 
1, the total cost incurred when no core router is activated is 23 units; S-C1-C3-D1(5) 
plus S-C1-C3-C4-D2(8) plus S-C1-C3-C5-D3(5) plus S-C1-C3-C5-D4(5). This is of 
course by traversing minimum distance. But, if we activate the core router C3, we get 
a cost benefit of 6 units for the same task. Activating C3, means it can act as a tunnel 
end point. So the tunnels that will be formed are S to C3, C3 to D1, C3 to D2, C3 to 
D3, and C3 to D4. The total cost in this arrangement is 17; S-C1-C3(2) plus C3-D1(3) 
plus C3-C4-D2(6) plus C3-C5-D3(3) plus C3-C5-D4(3). This is because of the fact 
that in the later approach, we are able to save 2 units of cost each for D2, D3 and D4 
as these three have a common path from source S up to C3. Activating two core 
routers (C3 and C5) gives a total cost of 15 units, saving again 2 units from the ear-
lier. This is because of the provision of a tunnel between D3 and D4 as these have a 
common link C3 to C5 in the optimal path.  

High availability of network connections is a key challenge to service providers to 
increase their revenue. When a path fails, the service provider must quickly re-establish 
another path so that the user can continue its VPN connectivity without interruption [8]. 
Restoration mechanisms help in this regard. Some work has already been done on opti-
mal tunnel path finding [6][9][10]. However, the problem of computing optimal tunnel 
paths with restoration guarantees has not been studied extensively. Our work here is 
motivated by  emerging trends in core networks or backbone networks towards fast 
provisioning of optimal restorable VPN tunnels in the case of link failures. 

 

Fig. 1. Intranet/Extranet VPN Scenario 
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In a VPN tree, if any edge fails, this would definitely disrupt the service unless  
a backup path is established to reconnect the tree [8]. A restoration algorithm selects  
a backup path so that the traffic disrupted by failure of a tunnel can be rerouted  
via backup paths [11]. Our work in this paper presents heuristic algorithms for restor-
ing VPN tree in case of link failures. 

2   Restoration Schemes 

The restoration techniques can be categorized into link-based, and path-based. Link 
restoration finds alternate paths between the nodes of the failed link. The optimal link 
restoration approach may involve circuitous restoration routes. Path restoration over-
comes this problem by rerouting flow between the source and destination pairs af-
fected by a link failure. This is illustrated in Figure 2. Figure 2(a) shows a network 
consisting of 6 nodes and 8 links without any link failure. It also shows one of the 
possible ways for reaching at node 4 starting from node 1. Figure 2(b) shows one way 
of recovery when link 2-3 fails. This is called as link restoration where we find an-
other path for the failed link. Another way of  restoration is shown in figure 2(c). In 
this case we do not find alternate path for the failed link. We do try to find an alter-
nate path for the original source destination pair. We have used path based restoration 
approach in this paper.  

The incorporation of restoration leads to a new QoS enabled traffic-engineering 
problem [12]. There are two approaches to handle this: First one is simultaneous 
formation or establishment of both active and backup paths, which aids in fast resto-
ration by eliminating path computation and path setup signaling delays, and the other 
one is using a signaling protocol to re-establish the backup path only after active path 
fails. Our algorithms suit both scenarios.  

The QoS requirement of a point-to-point connection can be specified using link con-
straints like bandwidth requirement or path constraint like delay for the entire path. But, 
we have considered here link constraints only, i.e., the QoS parameters are defined for 
each link individually. Here, link cost models bandwidth and loss over a link. As stated 
earlier, our objective in this paper is to compute optimal active and backup paths from 
headquarter to all the branch offices in an Intranet/Extranet VPN. This problem is 
analogous to finding a directed steiner tree spanning source to all the destinations. The 
QoS restorable path finding in a VPN is NP-hard and it is hard to approximate in poly-
nomial time. So we propose new heuristics for computing both the paths.  

 

 
(a) Active Path 1-2-3-4 (b) Backup Path 1-2-6-5-3-4  (c) Backup Path 1-6-5-4 
 

Fig. 2. Link/Path Restoration 
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The rest of the paper is organized as follows. In section 3, we discuss related 
work. In section 4, we define the Minimal Cost (MC) Restorable VPN problem. In 
section 5, we describe algorithms for restoring the optimal VPN tree. We compare 
our algorithms with Shortest Path Heuristic (SPH) [14]. Though the presented algo-
rithms achieve no strict theoretic approximation ratios, in practice they perform bet-
ter. This is shown in the simulation results for a range of scenarios described in sec-
tion 6. Finally, in section 7, we conclude and discuss future work. 

3   Related Work 

Cohen et al. [6] have proposed an optimization algorithm for finding optimal VPN 
tunnel path by using Active Shortest Path heuristics and Active Double Tree heuris-
tics. The cost of each link is considered as the administrative cost that is incurred in 
establishing a tunnel between the end points of the link. The optimal path is computed 
by activating core routers on the basis of cost profit ratio. The computational com-
plexity of the algorithms is also high. Their work does not deal with restorability that 
we discuss here. Italiano et al. [8] have proposed fast restoration algorithms for VPNs 
in the hose model. Their algorithms are based on designing two reductions to convert 
the optimal restorable VPN problem into a 2-connected graph. The backup path that 
is constructed ensures the availability of minimum required bandwidth. Their algo-
rithms are designed for single link failures. Their approach does not deal with restora-
tion in pipe model VPNs that we discuss here. Also our algorithms handle multiple 
link failures. Kodialam et al. [12] have proposed heuristics for computing bandwidth 
guaranteed active and backup paths allowing sharing. The backup link cost is mod-
eled separately. Their work focuses on optical networks. Their heuristic algorithm 
does not run in polynomial time and also does not deal with VPN scenario. Singhal et 
al. [15] have proposed four different algorithms SEGMENT, IMPROVED 
SEGMENT, PATH, and IMPROVED PATH for computing active and backup paths 
in a multicast scenario. These algorithms are based on shortest segment and shortest 
path computation. They have not   considered any constraint-based selection as we 
have done in our approach. Also their work is not modeled for VPN scenario. 

4   Minimal Cost (MC) Restorable VPN Problem 

We have assumed a capacitated network, in which every link has a cost associated 
with it. The links are directed. We assume the cost over each link as function of link 
bandwidth and loss. Our model allows different costs on every direction in any link. 
Hence, the core network shown in Figure 1 is a directed graph. More formally, the 
link with less residual bandwidth and more loss is expected to be more costly than the 
link with more residual bandwidth and less loss. As the network links have different 
cost on each direction, our model resembles the behavior of a real network.  

In Figure 1, we have S, D1, D2, D3, and D4 as border routers and C1 to C5 as 
core routers. If C3 is acting as an end of a tunnel, we call it as activated. To form a 
VPN between S and all destinations, by default, S and D1 to D4 must be active (VPN 
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enabled). The objective is to minimize the network resources used for establishing the 
VPN connectivity between single headquarter and multiple destinations. The problem 
here can be viewed as obtaining a directed steiner tree starting with the source and 
spanning to all the branch office gateways. This is because VPN tunnels form a tree, 
as we can remove a tunnel to reduce the layout cost without the loss of connectivity. 
As our corporate headquarter node acts as source in Intranet/Extranet VPN, we seek a 
minimal cost spanning tree from S to all destinations. Considering the resource scar-
city, we should only activate those many core routers that do not exceed the funds 
available. This will give us the set of Active paths. 

For the purpose of restoration, when either a single link or multiple links of a tun-
nel fails, we construct a backup path for the tunnel, not for the failed link. This gives 
us an optimal backup tree starting with S and covering all the branch offices.  

The problem can be mathematically formulated as: Given a directed graph G (V, E) 
representing a mesh network where V is the set of vertices and E is the set of edges 
with an edge weight function c: E →R+, a vertex weight function w: V→ R+, a 
bound on available funds F for active core nodes, a group M ⊆ V of border nodes, 
and a root (headquarter node) s ∈ M.  

Our problem here is to find a set of directed paths both Active and Backup, and a 
set of active nodes A such that: 

Minimize: 

  
∈ ∈ ∈ ∈

+
TAP APe BTBP BPe

ecec )()(  

such that: 

      
∈

≤
MAv

Fvw
\

)(         (1) 

Where, for all AP ∈ T, BP ∈ BT, the end points in AP and BP are vertices in A, 
and for all v ∈ M \ s, there exists a sequence of one or more directed paths in T and 
BT that leads from s to v. Here, T represents the optimal VPN Active Tree, and BT 
represents the optimal VPN Backup Tree. 

5   Proposed Algorithms 

Algorithm 1: Heuristics for Active Path (APH) 

Input: A directed network graph G (V, E) with edge costs and vertex weight func-

tions, a source headquarter node s, a set of branch office nodes M, and available 

funds F 

Output: A steiner tree rooted at s and spanning all the nodes in M 

Step 1: Initializations: X ← M, T ← φ 

Step 2: CPE based Solution to MC restorable VPN 
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While (X ≠ φ) do { 

a) Find the shortest path p from s to a node t ∈ X using DIJKSTRA 

 b) T ←T ∪  {p} 

 c) Update the cost of all the edges along p to 0 

 d) X ←X – {t} } 

endwhile; 

Step 3: A ←M 

Step 4: Call Optimize(T,A). 

Step 5: Report (T, A) as the desired solution. 

Procedure 1. Optimize (T,A): N/W Based Solution 

Step 1: Compute the benefit for each core router using predecessor chains, and then 

the cost. 

a) Depth_First(T) 

If (T ≠φ) { 

  i. S ←Root of T 

  ii. Depth_First (left subtree) 

  iii. Pred[LST] ← S 

  iv. Depth_First (right subtree) 

  v. Pred[RST] ←S} 

b) For (every core router K ∉ A) do { 

i. Compute No_Succ using Pred[] chains 

  ii. Profit = (No_Succ  - 1) ∗ 
=

=

Kj

Si jiCost ,  

  iii. Insert (K, Profit) into ActiveList 

  iv. Increase Size_of_ActiveList} 

  endfor; 

Step 2: Select the core routers that are to be activated. 

While (F ≠ φ) do { 

If(Size_of_ActiveList == φ)   then Exit; 

n ←Element from ActiveList with highest profit 



296         C. Hota, S.K. Jha, and G. Raghurama 

If (Profit(n) == 0) { 

Delete ‘n’ from ActiveList; 

Decrease Size_of_ActiveList;} 

Else { 

If (w(n) > F) { 

Delete n from ActiveList; 

Decrease Size_of_ActiveList;} 

Else { 

A ←A ∪{n}; 

F ←F - w(n); 

Delete n from ActiveList; 

Decrease Size_of_ActiveList; } 

endif; } 

endif; } 

endwhile; 

Step 3: Return (T, A). 

Algorithm 2: Heuristics for Backup Path with Link Failures (BPH)  

Input: A directed network graph G (V, E) with edge costs and vertex weight func-

tions, a source headquarter node s, a set of branch office nodes M, the Optimal Active 

Path Tree (T), and active set A from Algorithm 1, the failure scenario set FS, and 

Funds (F) 

Output: A minimal cost directed backup tree rooted at s and spanning all the nodes in M 

Step 1: Initializations: BT←T 

Step 2: Compute backup tree iteratively for all the failure scenarios 

For (each f ∈ FS) do 

While (f ≠φ) do  { 

i. Select an element (t) from f 

ii. Remove l ∈ t from graph G and from BT 

iii. Find the shortest path p from s to destination node given in 

t using DIJKSTRA in graph G 
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iv. BT ←BT ∪ {p} 

v. Update cost of all edges along p in BT to 0 

vi. f ←  f- {t }  }    

endwhile;  

endfor; 

Step 3: Update BT such that it will be a source routed tree covering leaf nodes as 

destinations.  

Step 4: Call Optimize (BT, A). 

Step 5: Report (BT, A) as the desired solution. 

We present two heuristic algorithms and a procedure for selecting the core routers. 
In [6], the Active Shortest Path and Active Double Tree heuristic algorithms were pro-
posed for STP on directed graph. Our algorithm 1 is variant of ASPH. Algorithm 1 
computes shortest path from S to all the destinations one by one. The core routers en-
countered during the tree creation (iteratively) are the intermediate nodes with shortest 
distance from S. So we update the cost of the links along that path as 0 for the next itera-
tion. Hence, any new destination node that uses earlier explored nodes need not incur 
extra cost. This is repeated until the complete Active Tree is built. A similar approach is 
used in [6] except that in our algorithm there is no multiple usage of edges. Also in our 
case we do not recreate the optimal VPN tree for any new boarder router getting dy-
namically added to the set M. So, our approach has an edge in the sense that it takes less 
time to compute the paths and also ensures survivability. 

An example of steps 1 and 2 of Algorithm 1 is as described in Figure 3. We con-
sider the VPN in Figure 1 as the input to this algorithm. Here, M={D1, D2, D3, D4}. 
Dijkstra's shortest path algorithm is used to compute the shortest path between S and 
every member of M. Let the order in which the shortest paths computed be S-C1-C3-
D1, S-C1-C3-C4-D2, S-C1-C3-C5-D3, and S-C1-C3-C5-D4. The VPN tree that is 
created is shown in Figure 3. Here, every edge is used once that differs from the heu-
ristics used in [6] where edges are used for multiple times.  

 

Fig. 3. VPN Tree with source         Fig. 4. Optimal VPN Tree           Fig. 5. Optimal VPN Tree  
and destinations                               with Funds = 1                              with Funds = 2 



298         C. Hota, S.K. Jha, and G. Raghurama 

The Procedure 1 is used to find a network-based solution to the example VPN. This 
selects the core routers that are to be activated keeping in mind the limit on available 
funds. As stated earlier the weight function defines the resource capabilities of a core 
router. A depth first search is carried out on the tree as shown with a dotted line in Fig-
ure 3 to know the predecessor chains in the tree. Cost benefit for each core router is 
computed next.ActiveList is a list structure where each node represents a core and it's 
associated cost benefit. For example, C3 in Figure 3 has three successors. The profit for 
C3 is twice the cost of links from S to C3. This is because of the fact that out of three 
paths; we pay for only one path, the cost of common links. So, P[C3] = 2 * (1+1) = 4. 
This way the profit for rest all will be P[C4]=0, P[C5]=4, P[C1]=0. Hence, either C3 or 
C5 can be selected first. The selection of these core routers is carried out until the funds 
are exhausted. A core router whose profit is highest is selected iff the weight function of 
that node does not exceed Funds. At the end of this we get an optimal VPN tree. This is 
shown in Figure 4, and Figure 5 with funds = 1, and funds = 2 respectively. The set of 
active nodes (A) becomes [D1 to D4, C3] for funds = 1, and [D1 to D4, C3, and C5] for 
funds = 2. Nodes with asterisks represent active core routers. These two figures show 
the segments or tunnels that are required to be established to carry out a communication. 

         

Fig. 6. Backup Tree for failure scenario           Fig. 7. Optimal Backup Tree for failure scenario  
f(S-C1, C3-C5)                                                  f with Funds =1 

Algorithm 2 is used for computing backup tree in case of link failures. Let us  
consider an example of few failure scenarios for the optimal Active tree shown in 
Figure 5. The complete failure scenario set will be FS= f (lS-C1 , C3 ; lC3-C5 , C5), (lS-C1 , 
C3 ; lC1-C3 , C3),  (lC1-C3 , C3 ; lC3-C5 , C5), (lS-C1 , C3), (lC1-C3 , C3), (lC3-C5 , C5), (lS-C1 , lC1-C3 , lC3-

C5 , C3, C5)}. Here, our main objective is to compute a backup path for common seg-
ments or tunnels. We also assume that the optimal backup tree should connect the 
single source with all the destinations. Let us again consider the backup tree path 
computation for the first failure  scenario i.e. f = (lS-C1 , C3 ; lC3-C5 , C5). Here, every 
element of f signifies the failed links and the tunnel end point in which it lies. For 
example first element says S-C1 is failed and it is in the tunnel path whose end point 
is C3. This is the destination node in the element. Step 1 to Step 3 with this as the 
input gives a backup tree as shown in Figure 6. The updating step removes any leaf 
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node in the tree that is not a border router. Step 4 of algorithm 2 calls the Optimiza-
tion procedure (Procedure 1) with Active set A= {C3, C5}, and the optimal VPN tree 
T produced from Algorithm 1. Let additional funds be 1 for backup tree. The set A   
already contains C3, and C5 inherited from Active path. Here we have two core 
routers whose profit is computed as P[C4]=0, and P[C2]=1. So, C2 is selected as the 
activating core. The result is the optimal backup VPN tree for the failure scenario f. 
This is shown in Figure 7 which has 7 tunnels shown as dark segments. 

The run time of APH and BPH given in Algorithm 1 and Algorithm 2 is analyzed 
below. In APH, the while loop runs for every border router, and hence a total of |M| 
times. The Dijkstra’s shortest path algorithm takes O(E+Vlog|V|) using an efficient 
heap implementation. Every other step in the while loop takes O(E) times. So, our 
APH runs in O(E|M| + V|M|log|V|). The BPH (Algorithm 2) can be run in 
O(|FS||f|(E+Vlog|V|), where FS is the failure scenario set and f is independent failure 
scenario. 

6   Simulation Results 

The simulation run of our algorithms were made on a Metropolitan network           
topology that represents a big network as shown in Figure 8. Antisymmetric edges 
were  assigned equal costs. We ran our algorithms with varied border group sizes. 
These groups were reselected at random. The available funds were also varied for 
different cases. The results are plotted in Figures 9-12.  

 
 

Fig. 8. A Metropolitan Network 

We compared our results with the well-known SPH [14] which is an approxima-
tion algorithm for STP. SPH does not find a solution to MC restorable VPN problem. 
It constructs a spanning tree, and not an optimal active and backup path.  

Figure 9 shows the plot between varying number of border routers and VPN cost 
for both Active and Backup paths when Funds are equal to 2. Both the costs increase 
linearly with the increase in number of border nodes. BPH with core routers, i.e., the 
optimal Backup path is better over the rest three. But, it is not similar to SPH as we 
have fewer funds. The worst-case performance is given by APH without optimiza-
tion. As BPH uses the Active set (A) produced by APH, it further optimizes the tree; 
hence it gives a better reduced VPN cost than APH. Figure 10 shows the same plot 
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with Funds equal to 13, a relatively higher value. In this scenario, both the APH with 
Core and BPH with Core are closer to SPH. Even BPH with Core gives better per-
formance than SPH. This is possible because more destinations have common seg-
ments in this case. Figure 11 shows VPN cost for varying funds. We keep here the 
number of destination border nodes equal to 15. For low funds the cost of Active path 
with core is higher than the Backup. Increasing funds brings the backup path cost 
nearer to SPH, but the decrease in Active path cost is marginal. This is because of 
more core routers getting activated in case of BPH. In Figure 12, for small group sizes 
up to 9, both APH and BPH use same number of core routers. From group size between 
11 to 26, the average number of core routers increased linearly. For above 26, it remains 
flat. This behavior results from the fact that when less number of destinations are to be 
reached from source, few common segments will be traversed in the path, and when the 
group size is large, the common segments will remain fixed. Also BPH activates more 
core routers than APH. This is because BPH creates few new tunnels than that of APH. 

 

Fig. 9. Active and Backup Path Cost with Funds = 2 

 

Fig. 10. Active and Backup Path Cost with Funds = 13 
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Fig. 11. Active and Backup Path Cost with Varied Funds for Group Size = 15 

 

Fig. 12. Average Number of participating Core Routers with Group Size  

7   Conclusion 

In this paper we proposed heuristics for finding restorable paths for IPVPNs with 
QoS guarantees. The APH and BPH produced a better solution to MC Restorable 
VPN problem. Both the algorithms first used CPE based approach to find out VPN 
path and then used network-based optimization to strategically activate core routers to 
produce an optimal path. Our restoration algorithm is path based. We compared our 
results with well known approximation algorithm for STP, and found the results close 
to optimal performance. We do not consider here node failures. Also, we do not con-
sider dynamic traffic, i.e. setting up optimal active and backup paths as and when new 
border nodes are added to the group. We plan to extend our work in this direction. 
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Abstract. It is well known that TCP is not suitable for a number of 
environments such as wireless, satellite, and long-fat-pipe networks. At the 
same time, there is no other single transport protocol that would outperform 
TCP in all situations. In this paper, we explore an alternative transport layer 
protocol that is more suitable for today’s mobile as well as other non-
conventional network environments.  The result is a user-level, reconfigurable, 
TCP-friendly (asymptotically converges to fairness as in the case of LIMD 
(Linear Increase Multiplicative Decrease) algorithms) transport layer protocol, 
called RRTP (Reliable and Reconfigurable Transport Protocol), which runs 
atop of UDP.  We evaluate our protocol using the standard network simulation 
tool (ns2).  Several representative network configurations are used to 
benchmark the performance of our protocol against TCP in terms of network 
throughput and congestion loss rate.  It is observed that under normal operating 
conditions, our protocol has a performance advantage of 30% to 700% over 
TCP in lossy, wireless environments as well as high bandwidth, high latency 
networks. 

1 Introduction 

TCP is certainly an extremely well designed transport protocol in terms of its 
robustness and versatility.  However, some important situations exist where the 
performance of TCP can be dramatically improved.  For instance, Balakrishnan et al. 
[1] have pointed out, TCP treats all losses as signs of network congestion.  
Consequently, deploying TCP over wireless network, where wireless losses instead of 
congestion losses are commonplace, will result in poor performance.  In addition to 
providing unsatisfactory performance in wireless environments, TCP is also ill suited 
for high bandwidth high latency networks (also known as long-fat-pipe networks) [2].   

In this paper, we propose a solution that targets several non-conventional 
categories of network environments where the performance of TCP is known to be 
unsatisfactory. At the same time, our solution should provide competitive 
performance in other environments.  Our approach differs from the traditional routes 
for improving the performance of TCP in several ways: 

(1) We design and implement a reliable transport protocol that would meet or 
exceed the performance of TCP under various types of networks. 

Tan Wang and Ajit Singh 
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(2) Instead of requiring the algorithm to be implemented in the kernel of 
operating systems, the algorithm can be demonstrated at the user level. At 
the same time, OS developers can adopt the algorithm later for 
implementation at the kernel level. 

(3) We suggest the approach of designing a single algorithm that is reliable, 
robust, and is configurable to provide better performance over different types 
of networks. For this, the research suggests a few key network characteristics 
that can be used to configure the algorithm. 

(4) The approach can take advantage of an application developer’s or an end-
user’s knowledge of the operating environment and provide better 
performance. However, it is capable of working well even in the absence of 
such knowledge. 

The new algorithm is called RRTP. For the purpose of evaluating RRTP, we study 
its behavior under several representative network environments using the network 
simulation tool ns2 [3]. The simulation environments include: wireless last-hop 
topology, which is representative of CDMA and satellite network scenarios; wireless 
backbone topology, which corresponds well to wireless LAN such as 802.11 
networks; as well as long fat pipe topology, which is often found in intercontinental, 
high bandwidth high latency networks.  From these studies, the throughput of RRTP 
is compared to that of TCP’s in each scenario. 

Our simulation results demonstrate that significant improvements can be made to 
enhance a user’s experience with wireless networking through the appropriate usage 
of parameters for congestion avoidance and loss differentiation.  In addition, user re-
configurability is shown to be of key importance for the superior performance of 
RRTP.  This is especially evident in the case of long-fat-pipe networks.  By allowing 
the user to reconfigure RRTP to adapt to high bandwidth high latency networks, the 
network utilization can be increased tremendously. 

2 Related Work and Motivations 

Many approaches to improve the performance of TCP over wireless have been 
presented in the data communications literature.  The first category of approach uses 
link-layer retransmissions and thus shields wireless losses from TCP as proposed by 
DeSimone et al. [4].  Such approaches work well when the latency over the wireless 
link is small as compared to the coarse grain TCP timer.  There are also TCP-aware 
snoop mechanisms that have a snoop-agent module at the wireless base station as 
proposed by Balakrishnan et al. [5].  The snoop-agent monitors every packet that 
passes through the TCP connection in both directions and maintains a cache of TCP 
segments sent across the link that have not yet been acknowledged by the receiver.  
On receipt of a negative ACK, it suppresses the ACK and sends the required packet 
from its cache.  In WWAN environments, snoop does not work well because it 
exacerbates the problem of large and varying round trip times by suppressing negative 
ACKs.  

In the past, a number of researchers have proposed end-to-end solutions to improve 
the performance of TCP in certain cases. Casetti et al. [6] proposed an end-to-end 
modification of the TCP congestion window algorithm, called TCP Westwood. TCP 
Westwood relies on end-to-end bandwidth estimation to discriminate the cause of 
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packet loss. However, most of their evaluations are based on the wireless link being 
the last link to the receiver. This algorithm is also highly dependent on the TCP 
ACKing scheme, i.e., at least one ACK for every two packets received - a feature that 
often does not exist in a best-effort transport protocol, e.g., TFRC (TCP Friendly Rate 
Control). 

Biaz and Vaidya have looked at two different approaches to the end-to-end loss 
differentiation for TCP connections. They first looked at a set of “loss predictors” 
based upon three different analytic approaches to congestion avoidance that explicitly 
model connection throughput and/or round-trip time (e.g., TCP Vegas) [7]. Their 
results were negative in that these algorithms, formulated to do loss differentiation, 
were poor predictors of wireless loss. In subsequent work, they proposed a new 
algorithm that uses packet inter-arrival time to differentiate losses. Using simulation, 
they show that it works well in a network where the last hop is wireless and is also the 
bottleneck link.  But they failed to evaluate their algorithm when the wireless link is 
not the last hop and nor the bottleneck of the network. Sinha et al. proposed a rate-
based reliable transport protocol called WTCP, which is able to differentiate between 
wireless and congestion losses [8].  But again, they did not evaluate their protocol on 
types of network configurations other than wireless last hop networks. 

An important distinction between previous approaches and RRTP is the 
reconfigurable nature of the algorithm used in RRTP. The algorithm utilizes a couple 
of selected key characteristics of the underlying network to quickly attain its best 
performance under a given environment.  

3   Algorithms and Implementation 

Now, we describe the major aspects and characteristics of the RRTP protocol.  

3.1   Congestion Control Mechanism 

According to Chiu and Jain [9], the LIMD (Linear Increase Multiplicative Decrease) 
approach to congestion control is the only paradigm that will settle down to a state of 
fairness with an arbitrary starting send rate.  The congestion control mechanism of 
RRTP, like many other TCP variants, follows the basic framework of LIMD 
approaches but with a significant difference.  Instead of taking TCP’s approach of 
flow control window ramping and adjustment, RRTP uses a rate-based algorithm that 
reacts to incipient congestion and consequently limits the rate of traffic flow below 
the maximum available bandwidth most of the time.  RRTP implements a 4-way 
handshake connection establishment in order to avoid the DoS (Denial of Service) 
phenomenon suffered by TCP.  During the handshaking process, the nominal value of 
network RTT (round trip time) is determined.  This RTT value refers to the ideal 
situation in which no network congestions are present. 

Once the connection is established, the sender will send out two successive packets 
for the purpose of probing the network capacity and determining the initial send rate.  
Here, we make the assumption that the two communicating machines are free of other 
CPU intensive tasks so that the RRTP processes are able to get the required CPU 
cycles for the purpose of initial capacity probing.  Several other variants of TCP also 
depend on similar assumptions.  Let us suppose the send interval of these two packets 
is X milliseconds.  Once the receiver gets both packets, it will advertise to the sender 
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the observed receive interval (Y milliseconds) for the two packets.  The sender will 
calculate the initial send rate based on max(X, Y).   

After the initial send rate is determined, the upper layer applications will be able to 
start using RRTP to transfer information.  In the ideal situation where the application 
user/programmer has an accurate knowledge of the network throughput capability and 
configures the send rate accordingly, RRTP should be able to instantaneously operate 
at just below the maximum network capacity.  This ensures both minimum wasted 
bandwidth and stress-free network conditions. 

Without user configuration, RRTP will make an educated guess as to the 
approximate network configuration based on the measured initial send rate and RTT.  
Each type of network configuration has a pre-defined set of parameter values 
associated with it.  These values are summarized in Table 1 shown below: 

Table 1. Send Rate Adjustment Parameters 

Parameter Purpose 
SendRatemax Upper bound 
SendRatemin Lower bound 

SendRatemax serves the purpose of preventing the newly computed send rate from 
exceeding the maximum network capacity.  SendRatemin prevents the underutilization 
of the network that sometimes occurs due to the downward fluctuations of the newly 
computed send rate.  

In protocol design terminology, an epoch refers to a certain interval of packet 
interchange.  In RRTP, we define an epoch to be the interval in which ten packets are 
sent or received.  Since the packet interval time is a key network parameter that we 
use in RRTP’s rate-based congestion control mechanism, we keep two running 
averages of it: the long-term and the short-term running average.  The long-term 
packet interval average is used for calculating the send/receive rate ratio and adjusting 
the current send rate.  The short-term packet interval average is computed during each 
epoch.  If it significantly deviates from the long-term average, the network would 
most likely be under stress (congestion due to link failure or additional traffic).  At 
such times, the short-term average is used for the purpose of send rate adjustment 
instead of the long-term average in order to accurately reflect the network conditions.  
If we observe the major discrepencies between long-term and short-term averages for 
ten consecutive epochs or more, we can safely assume that there has been a 
permanent change in network dynamics and the old long-term average is discarded.  
A new one is calculated based on the previous ten short-term averages.  Inevitably, 
under circumstances like this, RRTP incurs quite a bit of overhead cost, but such a 
rare overhead cost is a justifiable price for RRTP’s improved robustness. 

Because of the fact that the send rate is only adjusted at the end of each epoch, 
constant fluctuation of network traffic is minimized.  This results in a more stable 
network connection.  At the time of send rate adjustment, the newly adjusted rate is 
subjected to comparison with two parameters listed in Table 1: SendRatemax and 
SendRatemin.  In other words, the new rate must fall within the range of SendRatemin to 
SendRatemax.  This is done to minimize the chance that an overshoot occurring when 
RRTP ramps up the send rate during the linear increase phases, and the occurrence of 
unnecessary reduction in the send rate during the multiplicative decrease phases.  
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SendRatemax and SendRatemin are not fixed values.  They are re-calculated based on 
changes of network dynamics as discussed in the previous paragraph.   

The send rate adjustment is carried out using the following algorithm: first, we 
define an additive increase factor α with different initial values based on the type of 
network RRTP is operating on as well as a multiplicative decrease factor β with an 
initial value of 0.05.  If the send/receive rate ratio is greater than 1.05, RRTP is 
operating at a level above the maximum network throughput capacity.  Our protocol 
treats such situations as signs of incipient congestion and will carry out the following 
adjustment: SendRatenew = SendRateprev × max((1-β), 0.5).  The value of β is doubled for 
every consecutive multiplicative decrease phase until it reaches the upper bound of 1-β 
> 0.  Here, we take max((1-β), 0.5) to be the adjustment factor to ensure that the rate 
reduction factor will never drop below 0.5.  In other words, when RRTP first detects 
signs of incipient congestion, it gently reduces the send rate with a small value of β.  If 
the incipient congestion persists over several epochs, the value of β will be doubled 
every epoch to more effectively suppress incipient congestions.  Now on the other 
hand, if the send/receive rate ratio is less than 0.95, RRTP is operating well below the 
maximum network capacity.  This results in a linear increase phase in which 
SendRatenew = SendRateprev + α.  In addition, β is reset to its initial value of 0.05. 

Since the purpose of send rate adjustment is to probe the current network capacity 
and to achieve near 100% network throughput utilization, a characteristic send rate 
can be chosen for maximum utilization of the available network bandwidth.  Our 
protocol provides an estimate of this characteristic value by averaging the send rate 
during epochs in which the send rate stays constant (0.95 < send/receive ratio < 
1.05).  If the send rate stays constant for two or more epochs, this estimate is put into 
use as the new send rate. 

With the rate-based congestion avoidance mechanism described above, RRTP is 
able to avoid several situations for congestion that would be encountered by TCP.  
However, there are situations that will result in congested network even with RRTP as 
the end-to-end transport mechanism.  Such situations include temporary link failures 
and sudden surges of new traffic.  Under ill-fated network conditions like this, packets 
may be lost due to severe congestion.  RRTP aggressively reduces the send rate (by 
50% for each congested epoch) in response to detected congestions.  Such efforts are 
needed to avoid a total network collapse.  When the signs of congestion disappear, 
instead of carrying out the slow start used in TCP, RRTP performs an instantaneous 
send rate recovery by using the last recorded characteristic send rate as the one for the 
next send/receive cycle.  

For the case in which the user mis-configures the initial send rate, our algorithm is 
smart enough to detect that.  Send rate convergence is still guaranteed in this scenario 
due to the nature of RRTP’s rate control mechanism. 

3.2   Reliability and Reconfigurability 

The ability to reconfigure to adapt to different network platforms is the key feature 
that sets RRTP apart from most of the other protocols of its kind. Reconfigurability is 
built into RRTP by the means of the parameterization of a set of key network 
parameters. Our experiments indicate that only a small set of parameters is needed to 
design a re-configurable transport protocol algorithm that would provide a good 
performance on different types of networks. These parameters are listed in Table 2. 
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Table 2. User-configurable Parameters 

Parameters Meanings 
SendRatenominal Normal channel capacity 

RoundTripTimenominal Normal end to end latency 
LossRatenominal Characteristic data loss rate 

To ensure a reliable transport, the receiver sends two kinds of acknowledgement to 
the sender: cumulative acknowledgement, and negative acknowledgement.  Negative 
acknowledgements are coupled with timeouts.  Our timeout mechanism uses RTT.  
Cumulative acknowledgements serve as confirmation of received packets during 
normal network operations.  When a cumulative acknowledgement is received by the 
sender, the sender can safely remove the corresponding acknowledged buffered 
packets.  The cumulative acknowledgement interval is defined to be the period during 
which 32 packets are received. 

3.3   Loss Differentiation Algorithm 

Several published research works on the issue of TCP performance enhancement over 
wireless networks have considered sender-based loss differentiation. RRTP, on the 
other hand, is based on the intuition that the receiver usually has more accurate and 
timely knowledge of packet losses.   Consequently, the receiver is responsible for 
figuring out the cause of a particular loss and informing the sender to take the 
appropriate action. 

For wireless last hop networks, RRTP makes two assumptions regarding the path 
characteristics. The first assumption states that the wireless link has the lowest 
bandwidth and thus is the bottleneck of the network. Secondly, the wireless base 
station is assumed to serve strictly as a routing agent between the wired and the 
wireless network with no additional smart capabilities. As one can, quite easily see, 
with the big difference in bandwidth between wired LAN (100 Mbps) and cellular 
wireless (around 19.2 Kbps), packets traveling on the wired network would get 
congested at the base station while adapting to the lower send rate imposed by the 
wireless network.  As a result, the packets transmitted on the wireless connection tend 
to be clustered together.  If a packet loss occurs due to random wireless transmission 
errors, the receiver should be able to observe a certain time interval in which the 
packet is expected but not received.  Such an event can be interpreted to be the sign of 
wireless loss due to transmission errors.  Following this reasoning, RRTP can 
distinguish between wireless losses form congestion losses using the following 
heuristics: let Tmin be the minimum observed packet interval for the receiver and 
Tseparation be the interval between the time when the last correct packet is received and 
the time when the lost packet is detected by the receiver. Suppose n packets were lost, 
the loss is characterized as wireless loss if the following relation holds: (n + 1) Tmin < 
Tseparation < (n + 1.75) Tmin.  The number we choose are experimentally determined to 
cause the lowest misclassification rate between congestion and wireless losses. 

For the wireless LAN topology, the assumptions that we made in the previous 
situation are usually not true.  Conventional wired LAN is not much faster than high-
speed wireless LAN.  As a result, packets don’t necessarily travel in close succession 
on the wireless LAN connection.  Consequently, the previous LDA heuristic will not 



A User Level, Reliable, and Reconfigurable Transport Layer Protocol         309 

 

perform as well as in wireless last hop topology.  As a result, an alternative approach 
is used in this case to distinguish between wireless loss and congestion losses.  

In order to achieve good accuracy in distinguishing between the two types of 
packet losses for the wireless LAN topology, RRTP uses the ROTT (Relative One-
way Trip Time) measurements as congestion indicators.  ROTT is defined to be the 
time between the moment when the packet is sent and the moment when the packet is 
received.  It is measured at the receiver end.  During periods of smooth traffic flow, 
ROTT measurements will remain relatively stable.  When the network starts to 
become congested, the receiver will detect rising ROTT values.  The default behavior 
of RRTP in this situation is that the receiver will issue an explicit incipient congestion 
notification to the sender to throttle the send rate.  In the event that the rise in ROTT 
values is coupled with packet losses, the receiver can be confident that the packet 
losses are caused by congestion.  However, if the packet losses are not accompanied 
by a rise in ROTT value, the receiver will categorize these losses to be due to wireless 
errors. As it was discussed above, two different LDA schemes are used by RRTP.  
Depending on the actual wireless network in use, RRTP selects the appropriate LDA 
to achieve optimum performance. 

4   Experimental Setup and Results 

To evaluate the actual performance of RRTP, we have created various simulation 
scenarios using the ns2 simulator [3].  Tests were conducted under various 
environments with RRTP, TCP Reno, TCP New Reno and TCP Vegas.  All the 
scenarios and their corresponding results are summarized in Table 3 and 4 shown 
below. Table 3 shows the relative performance of each of the four protocols evaluated 
on the various network platforms in terms of the total number of packets sent in a fix 
amount of time.  The packet size used was 1 kilo-byte.  The characteristics of the 
testing platforms are summarized in Table 4.  As an example of cross referencing 
between the two tables, RRTP sends on average 3590 packets within 8.5 seconds in 
the high latency high bandwidth environment whereas TCP Vegas is able to send only 
292 packets in equal time period. 

Table 3. Comparative Performance in terms of Total Number of Packets Sent Per Connection 
Period 

Environment RRTP Reno New  
Reno 

Vegas 

High Latency 
& High 

Bandwidth 
3590 492 581 292 

CDMA 242 183 180 226 
Satellite 3157 2755 2689 3060 

LAN 1172115 920704 918655 1173222 
Wireless LAN 1228150 913512 913497 1146950 
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Table 4. Testing Environment Specifications 

Environment Bandwidth One-way 
Latency 

% Loss Test 
Interval 

High Latency 
& High 

Bandwidth 
100 Mbps 100 ms 1% 8.5 sec 

CDMA 19.2 Kbps 100 ms 1% 98.5 sec 
Satellite 256 Kbps 100 ms 1% 98.5 sec 

LAN 100 Mbps 5 ms 0% 98.5 sec 
Wireless LAN 11 Mbps 10 ms 1% 998.5sec 

In a high latency high bandwidth topology, a typical protocol that relies on sender-
receiver feedbacks will inevitably suffer from the slowness of its response to 
changing network condition.  This is due to the fact that round trip return time is 
extremely large and consequently, it is difficult to rely on feedbacks to adjust the send 
rate. Fairness can be severely limited as newly entered traffic will almost always be 
starved by previously established traffic.However, because of the fact that RRTP is 
reconfigurable, good estimates of the network conditions can be provided to the 
application before the transfer starts, allowing a much higher throughput than 
conventional TCP as demonstrated in Figure 1. 
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Fig. 1. Protocol Performance for High Speed High Latency Environment with 1% Data Loss Rate 
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Fig. 2. Protocol Performance for CDMA Environment with 1% Data Loss Rate 
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Both CDMA and satellite network can be considered to be roughly wireless last 
hop topologies.  As demonstrated in Figure 2 and Figure 3, RRTP performs much 
better than TCP Reno and TCP New Reno on both types of network platforms.  This 
is expected since when losses are encountered, TCP invokes its congestion control 
mechanisms right away without making an effort to distinguish among the different 
types of losses. In this scenario, results are quite similar to the wireless last hop 
topology.  The Spike LDA enables RRTP to differentiate between congestion losses 
and wireless losses, resulting in a superior performance in term of throughput as 
shown in Figure 4.In addition to three network platforms mentioned above in which 
RRTP demonstrates superior performance, the simulation result shown in Figure 5 
also demonstrates that the performance of RRTP on conventional LAN closely 
matches that of TCP Vegas.  This implies that not only could RRTP outperform TCP 
in certain network configurations, it could also serve as a viable substitute in the more 
traditional network settings. 

5   Comparison with Related Work 

One of the fundamental design decisions we made in the making of RRTP is the 
conscientious effort of congestion avoidance.  By promoting congestion avoidance, 
network throughput can be significantly enhanced as less congestion related 
situations are encountered during the lifetime of the network connection.  This 
design approach can also be seen in TCP Vegas. However, in the case of TCP 
Vegas, there is one significant drawback in its design.  Lai and Yao [10] have 
shown in their study that when different traffic flows compete with each other in the 
same channel, traffic running under older and more widespread version of TCP 
such as TCP Reno and TCP Tahoe tends to be much more aggressive than the ones 
that are running under TCP Vegas in terms of competing for the available network 
bandwidth.  RRTP, on the other hand, does not suffer from the same problem.  In 
fact, it is observed to be as aggressive as TCP Reno and TCP New Reno in terms of 
bandwidth acquisition. 
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Fig. 3. Protocol Performance for Satellite Environment with 1% Data Loss Rate 
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Fig. 4. Protocol Performance for Wireless LAN Environment with 1% Data Loss Rate 
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Fig. 5. Protocol Performance for LAN Environment with 0% Data Loss Rate 

Another major advantage of RRTP is that it is reconfigurable in nature.  The user 
does not have to restrict himself to any particular network configuration for optimum 
network conditions when RRTP is used as the underlying transport layer protocol.  In 
a way, RRTP tries to be a generic protocol like TCP.  The main deviation from TCP’s 
design philosophy is that RRTP takes advantage of user’s knowledge of the network.  
By doing so, RRTP can perform just as well as the various solutions discussed in the 
related work section in each individual special cases while still remaining insensitive 
to the varying network configurations. 

The research done by Sinha et al. [8] on WTCP has significant commonality with 
the present work.  WTCP is an end-to-end transport layer protocol that uses a rate-
based mechanism for congestion control and the Biaz [7] LDA for differentiating 
between congestion losses and wireless losses. Although it is able to achieve good 
results on wireless last hop networks, the authors did not test WTCP on other types of 
wireless platforms such as wireless backbone network and wireless LAN.  In fact, we 
believe that WTCP will likely perform poorly on the two latter network platforms.  
The reason is that the Biaz LDA is only optimized for wireless last hop networks.  
When we tested the Biaz LDA on networks with wireless LAN configuration, we 
found that the algorithm resulted in a lower throughput than the Spike [11] LDA.  
RRTP addresses this shortcoming of WTCP by designing a LDA mechanism that is 
closer to the Spike LDA for better performance on wireless backbone and wireless 
LAN networks. 
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Another advantage of RRTP over WTCP is its faster send rate convergence.  Since 
RRTP allows the user to specify the ideal sending rate for the network platform of 
interest, accurate user inputs could potentially help RRTP to converge to the ideal 
send rate within the initial connection establishment period. This really translates into 
the avoidance of many unnecessary overshoots that would otherwise be encountered 
if WTCP were used as the transport layer protocol.  For short-lived connections, 
RRTP will be able to out perform WTCP by several folds since the user inputs for the 
initial send rate essentially eliminate the need for network capacity probing phase. 

6   Future Directions and Conclusions 

The paper presents a novel reliable transport protocol called RRTP that not only 
achieves better performance on networks where performance of TCP is known to be 
unsatisfactory, it also provides a competitive performance when compared to the best 
known versions of TCP in other situations as well. Presently, the LDA (Loss 
Differentiation Algorithm) used in RRTP has not been exhaustively tested under 
conditions such as multiple heterogeneous network connections.  More studies can be 
carried out to examine the fairness-related issues revolving around the usage of LDA in 
RRTP.  We believe that the current LDA mechanisms used in RRTP have a very low 
misclassification rate when it comes to distinguishing between congestion packet loss 
and wireless packet loss.  As a result, it is expected that RRTP will not act over 
aggressively in the process of bandwidth acquisition. Additional work should be done to 
add intelligence to RRTP in the form of keeping persistent state information of the 
network it is running on.  This information facilitates a learning mechanism for the 
protocol to utilize temporal information for better adaptation to the network of interest. 
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Abstract. This paper introduces the notion of veto number that can
be associated with agreement problems. An agreement problem has veto
number  when  is the minimal number of processes that control the
allowed decision values, i.e., if each of them changes its mind on the
value it proposes, then it forces deciding on a different value. The paper
presents and investigates this concept.

Keywords: Agreement problem, Asynchronous system, Consensus, Dis-
tributed algorithm, One shot problem, Process crash, Failure detector.

1 Introduction

Agreement problems are central issues when one is interested in designing fault-
tolerant applications in asynchronous distributed systems prone to failures. The
most know of these problems is consensus: each process proposes a value, and (at
least) the non-faulty processes have to decide a value (termination), such that
no two different values are decided (uniform agreement), and a decided value
has to be a proposed value (validity). Many results have been produced on this
problem. The most famous of them is the so-called FLP impossibility [3] that
states that consensus cannot be solved in asynchronous distributed systems as
soon as even a single process can crash. An important concept that has been
introduced to prove this result is the notion of valence that can be associated
with a global state: a state is x-valent if the set of values that can be decided
from it includes x different values. This means that a single value can be decided
from a 1-valent state, while no definitive choice has yet been done in a x-valent
state where x > 1.

Another notion of number that has been introduced in the context of
agreement problems is the notion of consensus number [8]. This notion allows
ranking the power synchronization primitives (or synchronization objects) in
asynchronous shared memory systems prone to process crashes. An object has
consensus number k if k is the greatest integer such that this object allows solv-
ing consensus among k processes in presence of up to k − 1 crashes. It is shown
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in [8] that (among other objects) read/write objects have consensus number 1,
while compare&swap objects have consensus number +∞.

This paper presents and investigates the notion of veto number (denoted
�) that can be associated with agreement problems. This notion captures the
minimal number of processes that control the decision taking in the sense that,
if each of these processes changes its mind on the value it proposes, then the
decision can no longer be the same. The veto number notion is interesting to
understand and solve agreement problems in asynchronous distributed systems
where up to f processes can crash. Several results provided by the veto number
notion are presented. Moreover, the paper introduces agreement protocols whose
design is based on their veto number. Interestingly, this study shows a borderline
separating the cases f < � and f ≥ � (where f is the maximum number of
processes that can crash).

The paper is made up of five sections. Section 2 presents the computa-
tion model and defines the agreement problems we are interested in. Section
3 presents the �-veto concept. Then, Section 4 presents results obtained thanks
to this concept. Section 5 presents protocols solving �-veto problems.

2 Computation Model and Definitions

2.1 Asynchronous Distributed Systems with Process Crash
Failures

We consider a system consisting of a finite set Π of n processes, namely, Π =
{p, q, . . .}. A process can fail by crashing, i.e., by prematurely halting. It behaves
correctly (i.e., according to its specification) until it (possibly) crashes. By def-
inition, a correct process is a process that does not crash. A faulty process is a
process that is not correct; f denotes the maximum number of processes that
can crash (1 ≤ f < n).

Processes communicate and synchronize by sending and receiving messages
through channels. Every pair of processes is connected by a channel. Channels
are assumed to be reliable: they do not create, alter or lose messages. There is
no assumption about the relative speed of processes or message transfer delays.

Let ASn,f (∅) denotes such an asynchronous distributed system.

2.2 One-Shot Agreement Problems

In a one-shot agreement problem, each process p starts with an individual in-
put value vp. The input values are from a particular value set Vin. Moreover,
let ⊥ denote a default value (such that ⊥ /∈ Vin), and Vin,⊥ denote the set
Vin ∪ {⊥}. All the correct processes are required to produce outputs from a
value set Vout. We say that a process “decides” when it produces an output
value.
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Let I = [v1, . . . , vp, . . . , vn] ∈ Vn
in be a vector whose pth entry contains the

value proposed by process p. Such a vector is called an input vector [10]. Let
Bfail be a subset of processes, and let F(I,Bfail) be a mapping from Vn

in into a
non-empty subset of Vout. The mapping F(I,Bfail) associates a set of possible
output values with each input vector in runs in which the processes of Bfail

fail. For simplicity, we denote F(I) = F(I, ∅), or in other words, F(I) is the set
of possible decision values from I when there are no failures. We also assume
that for any B1

fail and B2
fail, if B1

fail ⊂ B2
fail, then for any vector I, we have

F(I,B1
fail) ⊆ F(I,B2

fail). Essentially, this means that having a certain number
of failures cannot prevent a decision value that is allowed with fewer (or no)
failures. F(I) is called the decision value set associated with I. If it contains x
values, the corresponding input vector I is said to be x-valent. For x = 1, I is
said to be univalent.

Definition. A one-shot agreement problem is characterized by a set Vin, a set
Vout, and a particular mapping F(I,Bfail) with the following properties:

– Termination: Each correct process decides.
– Agreement: No two processes decide different values (sometimes called Uni-

form Agreement).
– Validity: In runs in which processes in Bfail fail, the value decided on from

the input vector I is a value from the set F(I,Bfail). In particular, in failure
free runs, the value decided on from the input vector I is a value from the
set F(I).

Examples. We consider here three one-shot agreement problems. Each is defined
by specific values of Vin, Vout, and a particular function F().

– Consensus:
• Vin = Vout = the set of values that can be proposed.
• ∀I ( an input vector): ∀ Bfail : F(I,Bfail) = {x| where x appears in I}.

– Interactive Consistency:
• Vin is the set of values that can be proposed, Vout = Vn

in,⊥.
• ∀ I, ∀ Bfail: F(I,Bfail) is the set of all vectors J that satisfy the follow-

ing:
∀ k : if k /∈ Bfail then ∀J : J [k] = I[k],
∀ k : if k ∈ Bfail then J [k] ∈ {I[k],⊥}.

In particular, this means that ∀I : F(I) = I.
– Non-blocking Atomic Commit:

• Vin = {yes,no}, Vout = {commit,abort}.
• F([yes, . . . ,yes]) =commit.
• ∀ Bfail 	= ∅ : F([yes, . . . ,yes],Bfail) = {commit,abort}.
• ∀ Bfail, ∀I such that I includes at least one abort : F(I,Bfail) =abort.

Thus, in the Consensus problem, there is no distinction between the allowed
set of decision values in runs with and without failures. On the other hand,
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Non-Blocking Atomic Commit and Interactive Consistency allow a different out-
put when there are failures. Let us observe that not all agreement problems are
one-shot. (As an example, the membership problem is an agreement problem
that is not one-shot: its specification is not limited to a single invocation of a
membership primitive, but rather involves the entire execution of the application
in which it is used.)

3 The Concept of Veto Number

3.1 Irreconcilable Input Vectors

Let {Ii}1≤i≤k (k > 1) be a set of input vectors, {Vi}1≤i≤k the corresponding set
of decision value sets, i.e., Vi = F(Ii) for 1 ≤ i ≤ k.

Definition 1. Set {Ii}1≤i≤k is said to be made up of irreconcilable input vectors
if
⋂

1≤i≤k Vi = ∅.

Let us note that, when the set of decision values Vout is binary, only sets of uni-
valent input vectors can be irreconcilable. The following lemma directly follows
from the above definition:

Lemma 1. Let {Ii} be a minimal set of irreconcilable input vectors, and let
I1 ∈ {Ii}. For any decision value v1 ∈ V1 = F(I1), there is a vector I2
in {Ii} such that v1 	∈ V2 = F(I2). (We then say that “I2 counters I1 on
v1”.)

3.2 Veto Number

The intuition that underlies the veto number notion is simple. It is defined for
failure-free runs, and concerns the minimal number of processes such that the
decided value can no longer be the same when each of these processes changes
its mind on the value it proposes. So, the veto number � of a one-shot agreement
problem is the size of the smallest set of processes that, in worst case scenarios,
control the decision value. For example, in the non-blocking atomic commit
problem, as soon as a single process votes no, the decision is abort whatever the
votes of the other processes. Hence, � = 1 for this problem. Similarly, the veto
number of the interactive consistency problem is 1: if a single process changes
its initial value, the decided vector changes accordingly. Differently, the veto
number of the binary Consensus problem is n, since in failure-free runs, the only
input vectors that enforce specific decision values are when all processes propose
the same input value.

More formally, to have a veto number, a one-shot agreement problem P needs
to have at least one set of irreconcilable input vectors. Given Sx a minimal set
of irreconcilable input vectors of a problem P , let �(Sx) be the number of distinct
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entries for which at least two vectors of Sx differ1, i.e., the number of entries k
such that there are two vectors Ia and Ib of Sx with Ia[k] 	= Ib[k]. As an example
let Sx = {[a, a, a, a, e, b, b], [a, a, a, a, e, c, c], [a, a, a, f, e, b, c]}. We have �x = 3.

Definition 2. Let P be an agreement problem whose minimal sets of irrecon-
cilable input vectors are Sx, 1 ≤ x ≤ m. The veto number of P is the integer
� = min(�(S1), . . . , �(Sm)).

When we consider the previous example, this means that there is a set of
3 processes that control the decision value. Therefore, intuitively, we show that
no decision can be made without first consulting these processes, or knowing
definitely that a failure has occurred.

If a one-shot agreement problem has no set of irreconcilable input vectors,
we say that its veto number is +∞ (by definition). We also say that a one-shot
agreement problem is an �-veto problem if its veto number is �.

Lemma 2. Let P be a one-shot agreement problem for which there is no set
of irreconcilable input vectors (hence, its veto number is +∞). Then P can be
solved in ASn,f (∅) with f < n.

Proof. Since there is no set of irreconcilable input vectors, there is at least one
value that appears in the decision sets of all possible input vectors. Therefore, it is
always possible to deterministically decide on the smallest such value. �Lemma 2

4 Results Based on the Veto Number Concept

4.1 Results on Failure Detectors

Two classes of failure detectors with eventual accuracy Failure detectors have
been formally defined by Chandra and Toueg who have introduced several classes
of failure detectors [1]. A failure detector class is formally defined by two abstract
properties, namely a Completeness property and an Accuracy property. In this
paper, we are interested in the following properties:

– Strong Completeness: Eventually, every process that crashes is permanently
suspected by every correct process.

– Eventual Strong Accuracy: There is a time after which no correct process is
suspected.

– Eventual Weak Accuracy: There is a time after which some correct process is
never suspected.

Combining the completeness property with every accuracy property provides
us with the following three classes of failure detectors [1]:

1 Let us notice that the Hamming distance is defined on pair of vectors: it measures
the number of their entries that differ. Here we consider the whole set of vectors
defining Sx.
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– �P: The class of Eventually Perfect failure detectors. This class contains all
the failure detectors that satisfy strong completeness and eventual strong
accuracy.

– �S: The class of Eventually Strong failure detectors. This class contains
all the failure detectors that satisfy strong completeness and eventual weak
accuracy.

In the following, ASn,f (X ) denotes an asynchronous distributed system made
up of n processes communicating through reliable links, where up to f processes
may crash, and equipped with a failure detector of the class X (X being �S or
�P).

On a limitation of �P The following theorem is proved in [4] using a proof that
is centered around the concept of l-veto.

Theorem 1. [4] ∀f , there is no one-shot agreement problem that can be solved
in ASn,f (�P) and cannot be solved in ASn,f (�S).

The corollary that follows is an immediate consequence of this theorem.

Corollary 1. �P cannot be the weakest class of failure detectors that allow to
solve one-shot agreement problems in asynchronous distributed systems prone to
process crash failures.

4.2 A Class of Non-wait-free Problems

Wait-free implementation The notion of wait-free implementation has been for-
malized by Herlihy in [8]. A wait-free implementation of an object solving a
problem (e.g., a consensus object) is one that guarantees that any process can
complete its operations in a finite number of steps, regardless of the execution
speed of the other processes. Hence, in a wait-free computation, no process can
be prevented from terminating by undetected process crashes or arbitrary vari-
ations in their speed [8]. This means that wait-free implicitly considers the case
f = n− 1.

A class of problems that cannot have wait-free implementation. The next the-
orem characterizes a class of agreement problems that cannot have a wait-free
implementation (and consequently cannot have a sequential specification [8, 9]).

Theorem 2. Let P be a one-shot agreement problem with veto number � < n.
P has no wait-free implementation.

Proof. The theorem follows directly from the definition of �-veto number. That
is, such problems have distinct input vectors such that no decision can be safely
taken by a process until its causal history includes at least n − l + 1 processes.
In particular, no decision can be safely taken when more than � processes crash.

�Theorem 2
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The next corollary follows from the previous theorem and the fact that in-
teractive consistency and non-blocking atomic commit have veto number 1.

Corollary 2. The interactive consistency problem and the non-blocking atomic
commit problem have no wait-free implementation. Consequently, they also can-
not have sequential specifications.

We would like to point out that �-veto problems with � < n have no wait-
free implementation in an inherent and profound manner. That is, for many
problems, having a wait-free implementation or not depends on the level of ab-
straction used for solving them. For example, in asynchronous shared memory
systems, as mentioned before, consensus can be implemented in a wait-free fash-
ion using compare&swap objects, but not with read/write objects, and definitely
not in a pure message passing model. However, unless processes can guess the
input values of each other, an �-veto problem cannot have a wait-free imple-
mentation regardless of the communication abstraction used or failure detection
capabilities. This is because wait-freeness means that a process can always ter-
minate even if it is the only one currently participating in the protocol, be the
other processes faulty or alive (i.e., wait-freeness implies (n− 1)-fault tolerance,
but not vice-versa).

5 Solving Agreement Problems with Veto Number

This section focuses on solving �-veto problems when � < n in asynchronous
distributed systems equipped with a consensus black box2. More precisely, it
presents protocols reducing �-veto problems (with � < n) to the consensus prob-
lem. Two cases are considered according to the value of � with respect to f .
Let V ′ be a vector with no entry equal to ⊥. The notation V ≤ V ′ means
∀j ∈ {1, . . . , n} : V [j] 	= ⊥ ⇒ V [j] = V ′[j].

5.1 Solving �-Veto Problems When f < � < n

When f < � < n it is relatively simple to reduce an �-veto problem to consensus.
Such a reduction is described in Figure 1. It is made up of three parts.

– Vi is the local view pi has of the actual input vector I. This view is built at
lines 1-4.

– This part (lines 5-7) is the core of the reduction protocol. Each process pi

first computes the set Vi including all the input vectors from which its local
view Vi can be obtained (line 5). Then, pi computes the intersection of the
values that can be decided from each of these possible input vectors (line 6).
Finally, pi takes arbitrarily one of these values and keeps it in wi (line 7).

2 Such a black box can be built in asynchronous message-passing systems equipped
with a failure detector of the class �S when f < n/2 [1]. When f < n, it can be
built in asynchronous message-passing systems equipped with a failure detector of
the class Pf + �S [2, 5].
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Function Reduction 1 (vi)

(1) Vi ← [⊥, . . . , ⊥];
(2) for 1 ≤ j ≤ n do send value (vi) to pj enddo;
(3) wait until (value(−) has been rec. from at least (n −  + 1) processes);
(4) for 1 ≤ j ≤ n do if (value(vj) rec. from pj) then Vi[j] ← vj endif enddo;
(5) let Vi = {V ′

i | V ′
i has no entries equal to ⊥ ∧ Vi ≤ V ′

i };
(6) let X =

⋂
V ′

i ∈Vi
F(V ′

i );
(7) wi ← any value from X;
(8) outputi ← Consensus (wi);
(9) return (outputi)

Fig. 1. Reducing -veto Problems to Consensus when f <  < n

– The last part (lines 8-9) is a consensus invocation where pi proposes the
value wi it has previously computed.

Theorem 3. Let P be an �-veto problem (� < n). Let us consider an asyn-
chronous message-passing system where consensus can be solved and such that
f < �. The protocol described in Figure 1 solves P .

Proof. As f < �, we have n − f ≥ n − � + 1, from which we conclude that
no process can block forever at line 3. The termination property follows directly
from this observation and the fact that consensus can be solved in the system.
The agreement property follows directly from consensus agreement.

The validity property follows from the very definition of veto number. As the
veto number is �, it follows from the lines 5-6 that all the vectors in Vi are not
irreconcilable. Moreover, due to the very construction of Vi, the actual input
vector I is a member of Vi. As the vectors in Vi are not irreconcilable, it follows
that the sets of values that can be decided from each vector of Vi have a non-
empty intersection. Consequently, X is not empty and contains values that can
be decided from the actual input vector I. Finally, due to the consensus validity,
the value that is decided is one of these values, and the validity property follows.

�Theorem 3

5.2 Solving �-Veto Problems When n > f ≥ �

We now consider the case of �-veto problems in systems where f ≥ �. When we
consider the protocol described in Figure 1, the new constraint f ≥ � creates
two new problems we have to solve (these problems are implicitly solved when
� > f). One is to prevent the permanent blocking that could appear at line 3
of Figure 1 (as now n − f < n − � + 1), and the second is the fact that some
value has to be decided even when � or more processes crash, i.e., when a set of
processes that could change the decision value have crashed.
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We solve the first of these problems by introducing an appropriate class of
failure detectors, and the second by restricting the class of �-veto problems.

The Failure Detector Class ?P� This class extends the class of anonymously
perfect failure detectors (denoted ?P) that has been introduced in [6] to solve
the non-blocking atomic commit problem (the class ?P is actually ?P1).

Let each process be equipped with a flag initialized to false. Any failure
detector belonging to ?P� satisfies the following properties:

– Anonymous completeness: If at least � crashes occur, eventually the flag of
every correct process remains permanently equal to true.

– Anonymous accuracy: No flag is set to true, unless at least � processes crash.

A sub-class of �-Veto problems. The sub-class of the �-veto problems we consider
in the following includes the �-veto problems for which a predetermined value
can be decided in the runs where � or more processes crash. That value is not
necessarily related to the input vector. An example of such a problem is non-
blocking atomic commit. This is a 1-veto problem where, in presence of one (or
more) crash, the predetermined value abort can be decided even if all processes
have proposed yes. Let predet val the set of these predetermined values. In the
non-blocking atomic commit problem, this set comprises a single value (namely,
abort). In the general case, this set can contain several values.

Function Reduction 2 (vi)

(1) Vi ← [⊥, . . . , ⊥];
(2) for 1 ≤ j ≤ n do send value (vi) to pj enddo;
(3) wait until (value(−) has been rec. from at least (n −  + 1) proc. ∨ flagi);
(4) for 1 ≤ j ≤ n do if (value(vj) rec. from pj) then Vi[j] ← vj endif enddo;
(5) if (values have been received from at least (n −  + 1) processes)
(6) then let Vi = {V ′

i | V ′
i has no entries equal to ⊥ ∧ Vi ≤ V ′

i };
(7) let X =

⋂
V ′

i ∈Vi
F(V ′

i );
(8) wi ← any value from X
(9) else wi ← any value taken from predet val
(10) endif;
(11) outputi ← Consensus (wi);
(12) return (outputi)

Fig. 2. A ?P�-Based Reduction of -veto Problems to Consensus when f ≥ 

A ?P�-Based Protocol The protocol described in Figure 2 enriches the protocol
of Figure 1 in order to solve the �-veto problems of interest.

A process pi first sends its input value vi to all (line 2) and then waits until
it has received values from at least (n − � + 1) processes or is informed by ?P�
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(through the boolean flagi) that there are at least � crashes (line 3). Then, there
are two cases, according to the number x of processes from which pi has received
values. In each case, pi sets a local variable wi to a value that could be decided
in this run, and then, as before, participates in a consensus where it proposes wi.

– x ≥ n − � + 1. This case is the same as the previous one: despite the fact
that f ≥ �, pi has enough proposed values in its view.

– x ≤ n − �. In that case, pi sets wi to a value taken from the set of prede-
termined values (e.g., the value abort in the case of the non-blocking atomic
commit problem).

The proof that this protocol is correct is left to the reader. It is a straight-
forward extension of the proof of the previous reduction protocol.

Remark. The protocol described in Figure 2 can be seen as a generalization of
the non-blocking atomic commit protocol described in [6] that reduces atomic
commit to consensus with the help of ?P (which does correspond to ?P1). Let us
also remark that, differently from the non-blocking atomic commit problem, the
interactive consistency problem does not belong to the class of �-veto problems
that the protocol of Figure 2 can reduce to consensus. (Let us also observe that,
differently from the non-blocking atomic commit problem, the interactive consis-
tency problem is equivalent to the construction of a perfect failure detector [7].)

An interesting problem that remains open is the following one: “Is ?P� the
weakest failure detector to reduce �-veto problems to consensus when f ≥ �?”.
Other interesting questions concern the use of the �-veto number to rank the
difficulty of agreement problems.

References

1. Chandra T.D. and Toueg S., Unreliable Failure Detectors for Reliable Distributed
Systems. JACM, 43(2):225-267, 1996.

2. Delporte-Gallet C., Fauconnier H. and Guerraoui R., Failure Detection Lower
Bounds on Registers and Consensus. Proc. 16th Int. Symposium on Distributed
Computing, Springer-Verlag LNCS #2508, pp. 237-251, 2002.

3. Fischer M.J., Lynch N. and Paterson M.S., Impossibility of Distributed Consensus
with One Faulty Process. Journal of the ACM, 32(2):374-382, 1985.
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Abstract. Reliability is one of the most important attributes of any
system. Adding redundancy is one way to improve the reliability. In this
paper, we consider linear VLSI arrays in which each processor has a
set of redundant links to bypass faulty processor(s). It is known that
patterns of faults occurring at strategic locations in such arrays can be
catastrophic and may render the system unusable regardless of its com-
ponent redundancy and of its reconfiguration capabilities. Assuming a
number of faulty processors (i.e., a fault pattern which may or may not
be catastrophic) and a set of redundant links (i.e., link configuration), we
use combinatorial modelling to evaluate the reliability of the linear VLSI
arrays. Moreover, we also discuss how the choice of a link configuration
can play a role in reliability improvement.

1 Introduction

Systolic systems consist of a large number of identical and elementary process-
ing elements locally connected in a regular fashion. Each element receives data
from its neighbors, computes and then sends the results again to its neighbors.
Few particular elements located at the extremes of the systems (these extremes
depend on the particular system) are allowed to communicate with the external
world. The simplest systolic model is the VLSI linear array. In such a system the
processing elements (PEs) are connected in a linear fashion: processing elements
are arranged in linear order and each element is connected with the previous
and the following element (see Figure 1).

Fault-tolerant techniques are very important to systolic systems. Here, we as-
sume that only processors can fail. Indeed, since the number of processing ele-
ments is very large, the probability that a set of processing elements becomes
faulty is not small. In a linear array of N processing elements, one faulty element
is sufficient to stop the flow of information from one side to the other. Without
the provision of fault tolerance capabilities, the yield of VLSI chips for such an
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PE PE PE PE PE PE PE PE PEI O

Fig. 1. VLSI linear array

architecture would be so poor that the chip would be unacceptable. Thus, fault-
tolerant mechanisms must be provided in order to avoid faulty processing ele-
ments taking part in the computation. A widely used technique to achieve recon-
figurability consists of providing redundancy to the desired architecture [1].

The effectiveness of using redundancy to increase fault tolerance clearly de-
pends on both the amount of redundancy and the reconfiguration capability of
the system. It does, however, depend also on the distribution of faults in the
system. There are sets of faulty processing elements for which no reconfigura-
tion strategy is possible. Such sets are called catastrophic fault patterns. From
a network perspective, such fault patterns can cause network disconnection.

Reliability is perhaps the most important attribute of any system. Almost all
specifications for systems mandate that certain values for reliability be achieved
and, in some way, demonstrated. The most popular reliability analysis techniques
are the analytic approaches. Of the analytic techniques, combinatorial modelling
is the most commonly used approach [12].

In this paper, assuming a fault pattern which may or may not be catastrophic
and a set of redundant links, we use combinatorial modelling to evaluate the re-
liability of the linear VLSI arrays in cases where the links are unidirectional or
bidirectional. We derive closed-form reliability expressions for link configurations
with just one redundant link and also for the general link configuration. More-
over, we study the effect of redundant link on system reliability to find that the
reliability improves with longer bypass links.

2 Preliminaries

In VLSI linear arrays the redundancy consists of additional processing elements,
called spares, and additional connections, called bypass links. Bypass links are
links that connect each processor with another processor at a fixed distance
greater than 1. Figure 1 shows a linear array of processing elements.

We now recall the relevant definitions and concepts from the literature. The
basic components of a linear array are the processing elements, or simply proces-
sors, and the links. There are two kind of links: regular and bypass. Regular links
connect neighboring processors, while the bypass links connect non-neighbors.
The bypass links are used only for reconfiguration purposes when faulty proces-
sors are detected; otherwise, they are considered to be the redundant links.

More precisely, let A = {p1, p2, . . . , pN} denote a linear array of identical
processing elements connected by regular links (pi, pi+1), 1 ≤ i < N .

Definition 1. Let G = {g1, g2, . . . , gk} be an ordered set of integers such that
2 ≤ g1 < g2 < . . . < gk. We say that A has link redundancy or link configuration
G if, the bypass links are (pi, pi+gt

) for 1 ≤ i ≤ N − gt and 1 ≤ t ≤ k.
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Note that the set G does not contain the regular links even though they exist. We
denote the length of the longest bypass link by g, i.e., g = gk. At the extremities
of the array, two special processors, called I (for input) and O (for output), are
responsible for the I/O function of the system. We assume that I is connected
to p1, p2, . . . , pg while O is connected to pN−g+1, pN−g+2, . . . , pN so that
bottlenecks at the borders of the array are avoided.

Example 1. Figure 2 shows a linear array of 15 processors with redundancy
G = {4}.

10 11 12 13 14 151 2 3 4 5 6 7 8 9 OI

Fig. 2. A linear array of processors

We refer to this structure as a redundant linear array or as a redundant array. A
redundant array is called bidirectional or unidirectional according to the nature
of its links. We sometimes refer to a processor pi as processor i.

Definition 2. A fault pattern F = {f1, f2, . . ., fm} for A is the set of faulty
processors which can be any non-empty subset of A.

Definition 3. The width ωF of a fault pattern F is defined to be the number
of processors between and including the first and the last fault in F . That is, if
F = {f1, f2, . . . , fm} then ωF = fm − f1 + 1.

Definition 4. A fault pattern F is catastrophic for an array A with link redun-
dancy G if I and O are not connected in the presence of such an assignment of
faults.

In other words, given a redundant linear arrayA, a fault pattern F is catastrophic
for A if and only if no path exists between I and O, once the faulty processors,
and their incident links are removed. For example, in a linear array of processing
elements with no link redundancy, a single PE fault in any location is sufficient
to stop the flow of information from one side to the other.

Example 2. Consider the following two fault patterns F1 = {4, 5, 7} and F2 =
{3, 5, 7} for a linear array with link redundancy G = {3}. We see from Figure 3,
that the input processor I and the output processor O are connected by a path
[I, 1, 2, 3, 6, 9, O]. Hence F1 is not a catastrophic fault pattern by Definition
4. It is easy to check that, F2 is catastrophic.

We denote a fault pattern by FP and a catastrophic fault pattern by CFP.
If we have to reconfigure a system when a fault pattern occurs, it is necessary
to know if the fault pattern is catastrophic or not. Therefore, it is important
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I 1 2 3 6 8 9 O

Fig. 3. Fault Pattern F1 = {4, 5, 7}

1 2 4 6 8 9 OI

Fig. 4. Fault Pattern F2 = {3, 5, 7}

to study the properties of catastrophic fault patterns. A Characterization of
catastrophic fault patterns was given in [8]. Nayak, Santoro, and Tan [8] proved
that the number of faulty processing elements in any catastrophic fault pattern
is greater than or equal to the length of the longest bypass link.

As done in [10], we consider only fault patterns of cardinality gk, so, in
general, F = {f1, f2, . . ., fgk

}. Also, the width of a fault pattern must fall
within precise bounds for the pattern to be catastrophic; these bounds were
established on the width ωF of the fault pattern for different link configurations.

Proposition 1. [10] Let F = {f1, f2, . . ., fgk
} be a fault pattern for a linear

array A with link redundancy G = {g1, g2, . . . , gk}. Necessary condition for F to
be catastrophic is

gk ≤ ωF ≤ ("gk

2
# − 1)gk + $gk

2
% + 1,

in the case of bidirectional links and

gk ≤ ωF ≤ (gk − 1)2 + 1,

in the case of unidirectional links.

Nayak, Santoro and Tan [10] give an algorithm for constructing a catas-
trophic fault pattern with maximum width. Nayak, Pagli and Santoro [9] and
De Prisco, Monti and Pagli [3] give algorithms for testing whether a fault pattern
is catastrophic or not.

From now on, by catastrophic fault pattern we mean a catastrophic fault
pattern having minimum number of faulty processing elements, i.e., with size
equal to the length of the longest bypass link. Given a linear array with a set
of bypass links, an important problem is to count the number of independent
catastrophic fault patterns. The knowledge of this number enables us to estimate
the probability that the system operates correctly.

Example 3. Figure 5 shows all mutually independent catastrophic fault patterns
for a linear array with bidirectional link redundancy G = {4}. Links are not
drawn in Figure 5. Figure 6 shows the only fault pattern F = {4, 7, 10, 13}
which is not catastrophic for bidirectional links but is catastrophic for unidirec-
tional link redundancy G = {4}. Hence, the number of mutually independent
CFPs for a linear array with unidirectional link redundancy G = {4} is 5.
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1 2 3 5 6 8 11 12

F={ 4, 7, 9, 10 }

F= {4, 5, 7, 10}

1 2 3 6 8 9 11 12

1 2 3 4 6 9 11 12

F= { 5, 7, 8, 10 }

F={ 6, 7, 8, 9 }

1 2 3 4 5 10 11 12

Fig. 5. Catastrophic Fault Patterns for bidirectional link redundancy G = {4}

1 2 3 5 6 8 9 11 14 15 1612

F= { 4, 7, 10, 13}

Fig. 6. Catastrophic Fault Pattern F for unidirectional link redundancy G = {4}

Enumeration of mutually independent catastrophic fault patterns for link redun-
dancy G = {g} has been done in [6] and [4] for bidirectional and unidirectional
case respectively. Maity, Roy and Nayak [6] extended this to the case of link
redundancy G = {2, 3, . . . , k, g}, 2 ≤ k < g − 1.

Theorem 1 ([6], [4]) The number of mutually independent CFPs for linear
array with link redundancy G = {g} is given by

FB(g) =
� g−1

2 �∑
n=0

1
n+ 1

(
2n
n

)(
g − 1
2n

)
in the case of bidirectional links and

FU (g) =
1
g

(
2g − 2
g − 1

)
in the case of unidirectional links.



Reliability of VLSI Linear Arrays with Redundant Links 331

Theorem 2 [6]. The number of mutually independent catastrophic fault pat-
terns for a linear array with with link redundancy G = {2, 3, . . . , k, g} for
k < g − 1 is given by FB(2, 3 . . . , k, g)

= 1 +
� g−k

2 �∑
n=1

n∑
r=2

[(
n− 1
r − 1

)2

−
(
n− 1
r − 2

)(
n− 1
r

)](
g − k − 2(n− r)(k − 1)

2n

)
.

in the case of bidirectional links and FU (2, 3, . . . , k, g)

= 1 +
� g−k

2 �∑
n=1

n∑
r=2

[(
n− 1
r − 1

)2

−
(
n− 1
r

)(
n− 1
r − 2

)](
g − k − (n− r)(k − 2)

2n

)
.

in the case of unidirectional links.

3 Linear Array with Link Redundancy G = {g}
Combinatorial models use probabilistic techniques that enumerate the different
ways in which a system can remain operational. Here, by a system we mean
VLSI linear array with link redundancy G = {g}. A VLSI linear array with link
redundancy G = {g} remains operational even after some of its PEs have failed.
More precisely the system remains operational if the number of faulty PEs is
less then g and it fails only if the number of faulty PEs is more than or equal
to g. Any fault pattern of size g or more may or may not cause system failure.
It does, however, also depend on the distribution of faults in the system. We
know that only catastrophic fault patterns can cause network disconnection. In
[6, 7, 4], by (minimal) catastrophic fault pattern they mean catastrophic fault
pattern having minimum number of faulty processing elements, i.e., with size
equal to the length g of the longest bypass link. However, system may fail in
the presence of n > g defective processors though only g defective processors are
responsible for network disconnection and rest (n − g) defective processors are
redundant. However, the reliability of the system depends on link structure G,
the processor failure probability p and the size of the array N . Throughout this
paper we mostly talk about bidirectional case. However, similar statement holds
for unidirectional case as well.

Notation:
N total number of processors in the array
g length of the longest bypass link

FP fault pattern
CFP catastrophic fault pattern

p probability of processor failure
ω width of the fault pattern (same as ωF )
G link configuration
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Assumption:

Processor failure probabilities p are i.i.d.

The object is to compute the reliability of the system for given values of
g, p, and N . These values are chosen by analyst. Given G = {g}, p, and N ,
the initial step is to compute the reliability of the system in the presence of
g defective processors only. The system reliability is the probability of system
being operational. Note that the probability of system failure is equal to the
probability of occurrence of a catastrophic fault pattern. One has to be careful
about the the necessary conditions for a fault pattern of size g to be catastrophic.
We have already discussed that the width ωF of a fault pattern must fall within
precise bounds for the pattern to be catastrophic. More precisely, a fault pattern
of size g and width more than (" g

2#− 1)g+ $ g
2%+1 can not be catastrophic with

respect to bidirectional link redundancy G = {g}. Thus we are interested in the
fault patterns of size g which are of width less then (" g

2# − 1)g + $ g
2% + 1 for

bidirectional links. Hence, P (system failure in the presence of g defectives)

= P (occurrence of a CFP of size g)

= P (occurrence of a FP of size g and width ≤ ("g
2
# − 1)g + $g

2
% + 1) ×

P (a FP of size g and width ≤ ("g
2
# − 1)g + $g

2
% + 1 is catastrophic)

+ P (occurrence of a FP of size g and width ≥ ("g
2
# − 1)g + $g

2
% + 1) ×

P (a FP of size g and width ≥ ("g
2
# − 1)g + $g

2
% + 1 is catastrophic)

Note that P(a fault pattern of size g and width ≥ (" g
2# − 1)g + $ g

2% + 1 is
catastrophic) = 0. Thus, we compute the above probability in two steps. The
first step is to compute the probability that a fault pattern of size g and width
≤ (" g

2# − 1)g + $ g
2% + 1 is catastrophic for bidirectional link redundancy G =

{g}. We introduce the following definition in attempting to compute the above
probability.

Definition 5. Two fault patterns F1 and F2 are said to be identical if F2 can
be obtained from F1 by adding an integer with each element of F1; otherwise,
they are distinct.

For example, consider the fault patterns F1 = {1, 4, 6, 7}, F2 = {2, 5, 7, 8}
and F3 = {2, 5, 7, 9} in a linear array of N processors. Clearly F1 and F2 are
identical because F2 can be obtained by adding 1 with each element of F1, while
F1 and F3 are two distinct fault patterns as are F2 and F3.
Now, we can write
P (a FP of size g and width ≤ (" g

2# − 1)g + $ g
2% + 1 is catastrophic)

=
Total number FB(g) of distinct CFPs of size g

Total number of distinct FPs of size g and width ≤ (" g
2# − 1)g + $ g

2% + 1
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for bidirectional links and
P (a FP of size g and width ≤ (g − 1)2 + 1 is catastrophic)

=
Total number FU (g) of distinct CFPs of size g

Total number of distinct FPs of size g and width ≤ (g − 1)2 + 1

for unidirectional links.

Lemma 1. The total number of distinct fault patterns of size g and width less
then or equal to ω is equal to

(
ω−1
g−1

)
.

Proof. The required number of fault patterns is equal to the number of fault
patterns {f1, f2, . . . , fg} of size g, width ≤ ω and f1 = 1. The reason is this. Any
fault pattern with f1 	= 1 is identical to a fault pattern with f1 = 1. Suppose to
the contrary that a fault pattern F = {f1 	= 1, f2, . . . fg} of width ≤ ω is distinct
from the collection S of fault patterns of size g, width ≤ ω and f1 = 1. It may
be noted that fault pattern F ∗ = {1, f2 − f1 +1, . . . , fg − f1 +1} ∈ S is identical
to F , a contradiction. Thus, the number of distinct fault patterns is equal to(
ω−1
g−1

)
. ��

Theorem 1 provides the number of distinct catastrophic fault patterns for linear
array with link redundancy G = {g}. Thus, P (a fault pattern of size g and width
≤ (" g

2# − 1)g + $ g
2% + 1 is catastrophic)

=

∑� g−1
2 �

n=0
1

n+1

(
2n
n

)(
g−1
2n

)(
(� g

2 �−1)g+� g
2 �

g−1

) (1)

in the case of bidirectional links, and
P (a FP of size g and width ≤ (g − 1)2 + 1 is catastrophic)

=
1
g

(
2g−2
g−1

)(
(g−1)2

g−1

) (2)

in the case of unidirectional links.
The second step is to compute the the probability of occurrence of a fault

pattern of size g and width ≤ (" g
2#−1)g+$ g

2%+1. The idea here is to enumerate all
fault patterns (not necessarily distinct) of size g and width ≤ (" g

2#−1)g+$ g
2%+1.

Then, multiplying this quantity with pg(1 − p)(N−g) yields the probability of
occurrence of a fault pattern of size g and width ≤ (" g

2# − 1)g + $ g
2% + 1. The

number of fault patterns of size g, width ω (i.e., WLOG f1 = 1 and fω = 1) is
equal to

(
ω−2
g−2

)
. Since f1 can vary from 1 to N−ω (i.e., the fault pattern can occur

anywhere in the array), the total number of such fault patterns is (N −ω)
(
ω−2
g−2

)
.

Thus, the number of fault patterns of size g and width ≤ (" g
2#− 1)g+ $ g

2%+1 is

(� g
2 �−1)g+� g

2 �+1∑
ω=g

(N − ω)
(
ω − 2
g − 2

)
.
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Therefore, P (occurrence of a FP of size g and width ≤ (" g
2# − 1)g + $ g

2% + 1)

=
(� g

2 �−1)g+� g
2 �+1∑

ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g

Combining these two steps we get, P (sys. failure in the presence of g defectives)

= P (occurrence of a FP of size g and width ≤ ("g
2
# − 1)g + $g

2
% + 1) ·

P (a FP of size g and width ≤ ("g
2
# − 1)g + $g

2
% + 1 is catastrophic)

=

(� g
2 �−1)g+� g

2 �+1∑
ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g

∑� g−1
2 �

n=0
1

n+1

(
2n
n

)(
g−1
2n

)(
(� g

2 �−1)g+� g
2 �

g−1

)


in the case of bidirectional links, and

=

(g−1)2+1∑
ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g

[ 1
g

(
2g−2
g−1

)(
(g−1)2

g−1

)]
in the case of unidirectional links.

The system reliability is the probability of system being operational. Thus,
we have the following theorem:

Theorem 3 Given G = {g}, p and N , the reliability of VLSI linear array in
the presence of g defective PEs is

= 1 − P (system failure in the presence of g defective PEs)

= 1 −

∑� g−1
2 �

n=0
1

n+1

(
2n
n

)(
g−1
2n

)(
(� g

2 �−1)g+� g
2 �

g−1

)
(� g

2 �−1)g+� g
2 �+1∑

ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g


in the case of bidirectional links, and

= 1 −
[

1
g

(
2g−2
g−1

)(
(g−1)2

g−1

)]
(g−1)2+1∑

ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g


in the case of unidirectional links.

However, the system may fail in the presence of more then g defective pro-
cessors also. But no matter how hard one tries, one can not make the system
unusable by removing less then g processors and their incident links. Thus,

P (system failure) =
N∑

n=g

P (sys. failure in the presence of n defectives) (3)

Thus, to compute the system reliability, we need to compute the probability of
system failure in the presence of n > g defective PEs, which is quite involved
and will not be considered here. For this reason, we simply consider the problem
of computing the system reliability in the presence of g defective processors in
this paper.
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4 Linear Array with Link Redundancy G = {2, 3, . . . , k, g}
In general, we consider linear array with link redundancy G = {2, 3, . . . , k, g}
for k < g − 1. The reliability of such system can be obtained by applying the
same technique stated before for link redundancy G = {g} in a straightforward
way. Arguing as we did before, the total number of distinct fault patterns of
size g and width less then or equal to ω in a linear array with link redundancy
G = {2, 3, . . . , k, g} is equal to

(
ω−1
g−1

)
. Note that this number does not depend on

the link structure. We will use Theorem 2 for the number of distinct CFPs. Thus,
we get P (a FP of size g and width ≤ (" g

2# − 1)g + $ g
2% + 1 is catastrophic)

=
1 +

∑� g−k
2 �

n=1

∑n
r=2

[(
n−1
r−1

)2 − (n−1
r−2

)(
n−1

r

)] (
g−k−2(n−r)(k−1)

2n

)
(
(� g

2 �−1)g+� g
2 �

g−1

) (4)

for bidirectional links, and P (a fault pattern of size g and width ≤ (g − 1)2 +
1 is catastrophic)

=
1 +

∑� g−k
2 �

n=1

∑n
r=2

[(
n−1
r−1

)2 − (n−1
r

)(
n−1
r−2

)] (
g−k−(n−r)(k−2)

2n

)
(
(g−1)2

g−1

) (5)

for unidirectional links.
Note that the probability of occurrence of a fault pattern of size g and width

≤ (" g
2#− 1)g+ $ g

2%+1 for bidirectional links and width ≤ (g− 1)2 +1 for unidi-
rectional links does not depend on the link structure. So, we have the following
theorem for link redundancy G = {2, 3, . . . , k, g}:
Theorem 4 Given G = {2, 3, . . . , k, g}, k < g − 1, p and N , the reliability of
VLSI linear array in the presence of g defective PEs is

= 1 − P (system failure in the presence of g defective PEs)

= 1 −

1 +
∑� g−k

2 �
n=1

∑n
r=2

[(
n−1
r−1

)2 − (n−1
r−2

)(
n−1

r

)] (
g−k−2(n−r)(k−1)

2n

)
(
(� g

2 �−1)g+� g
2 �

g−1

)
×

(� g
2 �−1)g+� g

2 �+1∑
ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g


in the case of bidirectional links, and

= 1 −

1 +
∑� g−k

2 �
n=1

∑n
r=2

[(
n−1
r−1

)2 − (n−1
r

)(
n−1
r−2

)] (
g−k−(n−r)(k−2)

2n

)
(
(g−1)2

g−1

)
×

(g−1)2+1∑
ω=g

(N − ω)
(
ω − 2
g − 2

)
pg(1 − p)N−g


in the case of unidirectional links.
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5 Discussions and Conclusions

Assuming a fault pattern which may or may not be catastrophic and a set of
redundant links, we used combinatorial modelling to evaluate the reliability of
the linear VLSI arrays in cases where the links are unidirectional or bidirec-
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tional. Closed-form reliability expressions were obtained for link configurations
with just one redundant link (see Theorem 3) and also for the general link con-
figuration (see Theorem 4). In order to see the effect of redundant link on system
reliability, we evaluated the expressions in Theorem 3 for various values of p and
g, keeping N fixed. The results are shown in Figures 7 and 8. As expected, we
found reliability improvement with larger g. More interestingly, when the proba-
bility of PE failure is small, the difference in reliability is more visible for smaller
values of g. Therefore, when the probability of PE failure is high, it is better
to go with redundant links of larger length. In other words, to get reliability
very close to 1, we need to choose large g when the probability of PE failure is
high.
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Abstract. Contemporary link failures in a WDM optical network results in a 
very high value of call drop probability (CDP). In a backbone network, a link 
usually carries a huge amount of data and a low CDP is desirable. To address 
this issue, in this work, we propose a “path-based backup multiplexed 
survivable strategy”, namely “dynamic recursive assignment of backup 
lightpath” (DRABLP). To ensure optimality in backup lightpath assignment, we 
have used a novel search algorithm, a variant of best first search. This algorithm 
is triggered at the occurrence of each failure and subsequent repair of a link.  
We have studied the performance of DRABLP w.r.t. CDP and new call 
blocking probability for varying network load. A comparison with another 
“path-based backup multiplexed survivable strategy”, namely “without 
recursive assignment of backup Lightpath” (WORABLP), shows that DRABLP 
has smaller CDP than WORABLP when there are consecutive link failures 
within short span of time. 

Keywords: Optical Network, WDM lightpath, Reliability.  

1   Introduction 

With millions of wavelength-miles laid out in typical global and nation wide 
networks, fiber optics cable in a WDM optical network [1], [12] is the most failure 
prone component. Survivability in a WDM network usually refers to the ability of the 
network to reconfigure and reestablish communication upon failures. Here, higher 
survivability ensures higher reliability. It is very important for backbone network as 
each link carries a huge amount of data. Thus, failure to reestablish communication on 
a link failure may cause retransmission of large amount of data, thereby, causing  
a revenue loss for a network operator. Hence, low call drop probability (CDP) is a 
desirable feature of a WDM optical backbone network. To ensure low CDP,  
a network requires redundant capacity to survive a failure. The survivability strategies 
in WDM networks are broadly classified as reactive and proactive methods [2].  In a 
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reactive method, when an existing lightpath fails, a search is initiated to find a new 
lightpath, which does not use the failed component. This has an advantage of low 
overhead in the absence of failures [2]. However, this does not guarantee successful 
recovery always, because an attempt to establish a new lightpath may fail due to 
resource shortage at the time of failure recovery. To overcome the shortcomings of 
reactive methods, proactive methods can be employed. In a proactive method, backup 
lightpaths are identified a priori, and resources are reserved along the backup 
lightpaths at the time of establishing the primary lightpath [1] itself. Hence, the 
recovery time of a proactive method is much lower than that of a reactive method. 
Both proactive and reactive methods can be either link-based or path-based [3], [4]. 
The link-based method employs local detouring, while the path-based method 
employs end-to-end detouring [2]. For better resource utilization, multiplexing 
techniques are employed [2]. 

1.1   Previous Works and Motivation 

In the related studies [3], [4], [5], [6], [7], [8], on backup multiplexing, authors 
assumed that mean time between failures (MTBF) are large enough to allow the failed 
link to be operational before the next failure occurs. In [13] authors have evaluated 
the protection reconfiguration for multiple failures in WDM mesh networks, whereas, 
in [14] authors have considered the pre-emptive reprovisioning in mesh optical 
networks, and in [15] authors have made a comprehensive study on backup 
reprovisioning to remedy the effect of multiple-link failures in WDM mesh networks.  
In this paper, we have considered a situation where MTBF is less than mean time to 
recover (MTTR) i.e, where there are multiple contemporary link failures. Let us 
explain the problem with an example.  

For the network in Fig.1, when the link L34 fails, the primary lightpath 4-3(λ0) 
through the link L34 is rerouted via the corresponding backup light path 4-1-3(λ0) i.e. 
4-1-3(λ0) will be new primary lightpath for the call corresponding to the primary 
lightpath 4-3(λ0) before link failure. As a consequence of this rerouting, the primary 
lightpath 1-2 (λ0), whose backup lightpath was 1-3-2(λ0) before failure, will no longer 
have a backup lightpath until L34 is restored. Also, the backup lightpath, 3-4-1(λ1) for 
the primary lightpath 3-1(λ2) will no longer be there.  Thus, on failure of the link L34, 
primary lightpaths, 3-1(λ2), 1-2 (λ0), and 4-1-3(λ0) (newly rerouted) are affected and 
will not have backup lightpaths. In this situation, if link L13 fails too, then the calls 
corresponding to the lightpath 3-1(λ2), and 4-1-3(λ0) (newly rerouted) have to be 
dropped. 

Thus, to protect the calls corresponding to the affected primary lightpaths, viz. 3-
1(λ2), 1-2 (λ0), and 4-1-3(λ0), even after the failure of the link L34, new backup 
lightpaths need to be established preemptively. This motivates us to solve the problem 
by “dynamic recursive assignment of backup lightpath” (DRABLP) technique, which 
falls under the category of “path-based backup multiplexed survivable strategy” for 
WDM networks. In fact, every failure and repair will trigger our algorithm to result 
into assignment of new backup lightpaths. The problem of re-establishing backup 
lightpaths for the affected primary lightpaths can be viewed as a variant of dynamic 
lightpath establishment problem [9] which is known to be NP-hard in literature.  
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Fig. 1. WDM optical network with primary lightpaths PG={1-2 (λ0), 4-2 (λ0), 4-3 (λ0), 3-2 
(λ1), 3-1 (λ2)} and backup lightpaths, BG={1-3-2 (λ0), 4-1-2 (λ1) ,4-1-3(λ0), 3-1-2(λ1), 3-4-
1(λ1)}. The bit pattern of L23 , [-1,1,0], indicates that the wavelength λ0 is used for a backup 
lightpath, λ1 is used for a primary lightpath and λ2 is not in use 

1.2   Our Contribution 

In this paper, the problem of re-establishing backup lightpaths for the affected 
primary lightpaths is formulated as a combinatorial optimization problem and a state 
space search technique is used to solve it. We have considered a WDM network 
without wavelength converter in the nodes. Upon failure of a link, a search is initiated 
to reassign all the affected backup lightpaths. A new call request will be blocked, if 
the network cannot allocate a pair of lightpaths, namely primary and backup 
lightpaths. An ongoing call will be dropped if a primary lightpath is affected on a link 
failure and does not have a backup lightpath prior to this link failure (i.e the call is 
affected by consecutive link failures). We have studied the performance of DRABLP 
with respect to CDP and new call blocking probability (NCBP). The results as 
obtained are compared with the performance of another “path-based backup 
multiplexed survivable strategy”, namely, “without recursive assignment of backup 
lightpath” (WORABLP). In WORABLP, if a primary lightpath is affected on a link 
failure, then it is reestablished through its backup lightpath, identified when the call is 
admitted (i.e the backup lightpath prior to this link failure will be new primary 
lightpath). Since there is no reassignment of back lightpath in WORABLP, this new 
primary lightpath will not have any backup lightpath.   

1.3  Organization of Paper 

This paper is organized in five sections. Following introduction in Section 1, a 
mathematical formulation of the problem is presented in Section 2. Section 3 is 
devoted to the description of the solution technique. Section 4 contains the 
experimental results and discussions, and Section 5 concludes the paper. 

2   Mathematical Formulation 

Let us assume a WDM optical network of N nodes. Now, a link, Lmn, connecting a 
nodes n and m fails. Here, our problem is to re-establish the backup lightpaths of the 
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primary lightpaths affected due to this link failure. For mathematical formulation of 
this problem, let us also assume the followings notations: 

Pmn  :  set of primary lightpaths in the link Lmn before the  failure, 

where mn
iP represents ith primary lightpath in the link Lmn 

Bmn  :  set of backup lightpaths in the link Lmn before the failure, 

where mn
jB  , represents jth backup lightpath. 

BPmn  : set of backup lightpaths of the set of  primary lightpaths Pmn , 

where, mn
iBP , the ith element of BPmn, the backup lightpath of  

the primary lightpath mn
iP . 

P_of_Bmn  : set of  primary lightpaths corresponding to the set of backup 

lightpath Bmn  where, mn
jP_of_B , the jth element of P_of_Bmn, 

the primary lightpath of the backup lightpath  mn
jB . 

P_backup_sharedmn  : set of primary lightpaths which shared one or more links of 
one or other element of the set of backup lightpaths , BPmn 

AP : set of the primary lightpaths affected due to the link failure, 
where, 

mnmnmn
j shared_backup_PBPP_of_BAP =  

PH : set of sets of disjoint route paths of the route paths 
corresponding to each of the primary lightpath in AP where, 
PHk is the set of disjoint route paths corresponding to the kth 
primary lightpath, APk. 

BL : set of backup lightpaths needed to be re-established 
corresponding to the set of primary lightpaths in AP. 

PH_T : be the set of route paths which contain at least one element 

from PHk  ∀ k. 

Let F(PH_T) represent the number of  backup lightpaths which can not be 
successfully re-established through the set of route paths, PH_T (Here route path is 
the path between a source node to a destination node of a call in a WDM network and 
consists of a set of nodes and connecting links (fibers)). Let W represent the set of all 
such PH_Ts. So, our objective is to find out an optimal set of route paths, PH_T* for 
which the number of backup lightpaths, which cannot be successfully re-established, 
is minimized. This can be mathematically represented as: 

))(F(Wmin)F(PH_T q
q

*

∀
=                         (1) 
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3   Solution Technique 

A combinatorial optimization problem can be formulated as a state space search 
problem to solve it by a search techniques. In this work, we have used a novel search 
technique, namely SMDS. This search technique is a variant of best first search 
technique. It terminates with an optimal reassignment of backup lightpaths ( i.e. a 
goal having optimal value of objective function) [10 ]. 

3.1   State Space Formulation 

Let BL: {BL1,BL2,…,BLT} be the backup lightpaths need to be re-established. PHk: 
{PHk1,PHk2, …,PHkY} be the set of  route paths through which BLk may be re-
established. A state in the state space consists of a set of backup lightpaths BL′, yet to 
be considered for relocation and a set of physical route path, PH_T through which one 
or more backup lightpaths of the set BL are re-established. The start node of the 
search tree consists of BL′ identical to BL and PH_T as set to null. In the search tree, 
each of the nodes in level k corresponds to a distinct option of the route path through 
which the backup lightpath BLk , may be re-established. If the route path in an option 
doesn’t have a light path (i.e. no common wavelength is available on all links in the 
route path) to re-establish backup lightpath BLk then the cost of the node 
corresponding to the route path option will be obtained by incrementing the cost of its 
parent node by 1. On the other hand if there is a available lightpath in the route path 
for re-establishing BLk, the cost of the node will be identical to its parent and the route 
path will be added to the set PH_T. Again in the search tree all nodes of a level r 
(r>k) will not have BLK as  a member of the set BL′. Thus the leaf nodes of the search 
tree will have BL′ as set to null and represent the goal nodes. The cost of a leaf node 
(goal node) will indicate the number of backup lightpaths, which are not possible to 
be re-established.  The search tree, as described above, can be represented as shown in 
Fig.2. From the above representation, it is clear that the depth of the tree is equal to 
the number of backup lightpaths needed to be re-established on a link failure. 

Here, the proposed search algorithm is to find out a goal node from the above tree, 
which satisfies the objective function, defined in equation (1). 

BL′={BL1, BL2, …., BLT}
PH_T = {null}

BL′={BL2, …., BLT}
PH_T = {PH11}

BL′={BL2, …., BLT}
PH_T = {PH1Y}

Start node

Level 0

BL′={null}
PH_T = {PH11,…., PHT1 }

BL′={null}
PH_T = {PH11,…., PHTY }

Level T

 

Fig. 2. State space tree 



A Technique to Ensure Reliability in a WDM Optical Backbone Network 

 

343

Theorem 1: The worst-case space complexity of the state space tree a shown in the 
Fig. 2 is O(Y(T+1)). 

Proof:  Let Y be the maximum number of physical route paths for a backup 
lightpaths, i.e. || PHk || =Y and T be the number of backup lightpaths to be established 
i.e. || BL || =T. A backup lightpath can be routed through Y different ways. Thus, a 
state in the state space will have a maximum Y children. Again the number of levels in 
the tree is T as there are T backup lightpaths to be re-established. Hence, maximum 
number of states in the state space can be obtained by the following series. 

1-Y

1 1TY
  TY............3Y2YY1

−+
=+++++                 (2) 

From the above we get the worst case space complexity as O(Y(T+1)). 

3.2   Search Algorithm  

The search algorithm used is a variant of Best First Search [10] .It comprises two 
phases namely, forward phase and backtracking phase [11]. In Forward phase, the 
algorithm explores the search tree, level by level. All nodes generated are stored in a 
linear list. The start node is assigned as level 0 and stored in the list. After this the 
algorithm runs iteratively, working on one level at each iteration. At any level k it 
orders nodes using the cost of the node and expand the first node (in a depth first 
manner) by generating all children at level (k+1). Since in our state space 
representation of the problem every leaf node in the search tree represents a feasible 
solution, the forward phase is bound to terminate with a solution. The backtracking 
phase executes depth-first branch and bound (DFBB)[10] starting at each unexpanded 
node. DFBB is performed in the reverse order, i.e., from the last level generated down 
to level 1.After the completion of the forward phase, this phase is used to improve the 
solution. This phase continues until the list, generated in the forward phase, becomes 
empty to conclude that the found solution is optimal.  

4   Results and Discussion 

In order to study the performance of our technique, we have coded the algorithm in C 
language to run on a 1.7 GHz Pentium IV machine under Borland C++ environment. 
For carrying out experiments, we have taken a standard NSFNET networks having six 
wavelengths in each of its link with 

MTTF

MTTR  as 20. We have taken simulation run for 

20,000 cumulative call requests. This cut-off is experimentally decided. As shown in 
the Fig. 3, the network stabilizes when the cumulative request of calls is 15,000 (this 
point is marked as saturation point). These 20,000 calls are generated following 
Poisson distribution with a mean arrival rate of λ. Duration of these calls are 
exponential distributed with a mean service rate of µ. Load ξ, in the network is 
defined as Erlang following the equation (3). In simulation, problem instances are 
generated by varying the network loads. NCBP (as defined by the equation (4)) and 
CDP (as defined by the equation (5)) are calculated from the data noted for the calls 
requested after the saturation point. 
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µ

λξ 1
 •=                 (3) 

where, µ is the mean call arrival rate and  λ is call service rate       

requestedcallofnoTotal

admitted calls of number Total- requested  callsof  number Total
NCBP =

    (4) 

  
     

admittedcallofnoTotal

dropped  callsof  number Total
CDP =

                                                             (5) 

The variations of NCBP and CDP with network load are shown in the Fig. 4 and 
Fig. 5 respectively. 
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Fig. 3. New Call Blocking Probability (NCBP) over the Simulation Period 
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Fig. 4. NCBP versus Network load 

Fig. 4 and Fig. 5 show that NCBP and CDP are increasing with the increase of 
network load. The reason behind it is, as load increases the amount of redundant 
resource decreases. Less amount of resource is available for new calls to be admitted 
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and resulting in a higher NCBP. Again, when load increases, a link failure affects 
higher number of primary lightpaths leaving higher probability of CDP.  

Fig. 4 shows that the NCBP is lesser for WORABLP than that for DRABLP. This 
result can be explained as follows. On link failures the CDP for DRABLP is lesser 
than that for WORABLP as shown in Fig. 5. Thus, for a load in the network, 
DRABLP will have higher realization of network resources leaving smaller portion of 
it for a new call admission. This is due to the fact that, once a call is admitted, the 
probability of it is being served is higher in case of DRABLP than that of 
WORABLP.  

Fig. 5 also shows that the difference in CDP is increasing with the increase of 
network load. As the network load increases, failure of a link affects larger number of 
primary lightpaths. Since there is no reassignment of backup lightpaths for 
WORABLP, in higher load, consecutive link failure causes more calls to be dropped.  
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Fig. 5. CDP versus Network load 

5   Conclusion 

In this paper, we have formulated the novel problem of “ensuring reliability in WDM 
optical backbone network with contemporary link failures” as a state space search 
problem. We have suggested a strategy, namely DRABLP to handle the problem. An 
efficient algorithm for finding an optimal reassignment of backup lightpaths on link 
failures is also developed. The performance of DRABLP in terms of CDP and NCBP 
w.r.t network load shows that above strategy can be helpful to a backbone network 
operator to ensure high reliability in an efficient manner.  
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Abstract. In a strictly asynchronous system with process failures, it
has been known that distributed consensus is impossible[FLP85]. It also
has been shown that without persistence, no data link layer can work
correctly (this includes all the well known and widely used protocols such
as HDLC, etc) [FLMS93]. This work has been extended recently to study
the fault span of crash failures[JV00]. In this paper, we present a formal
proof of the non-existence of correct crashing network protocols with
either unreliable FIFO, reliable FIFO or reliable non-FIFO links using
the Input/Output Automata formalism in PVS, a verification system
based on higher-order logic.

1 Introduction

In a strictly asynchronous system with process failures, it has been known that
consensus is impossible[FLP85]. It also has been shown that without persistence,
no data link layer can work correctly (this includes all the well known and widely
used protocols such as HDLC, etc.)[FLMS93]. This work has been extended
recently to study the fault span of crash failures[JV00].

Higher-level protocols such as TCP that guarantee reliability do so by intro-
ducing time into the model[Kes97]. For example, a crucial assumption in TCP
is that a system should not boot and accept packets after a crash before twice
the mean life time of a packet.

A crashing network protocol[JV00] is an asynchronous protocol that has
no non-volatile memory at nodes that can survive and restart. Thus after crash
and restart, a node in such a protocol returns to a pre-specified start state. We
consider crashing protocols that work with unreliable-FIFO links i.e. FIFO links
that can drop packets (CAML - Crashing, Asynchronous, Memoryless, Lossy),
with reliable-FIFO links i.e. FIFO links that never drop packets (CAM - Crash-
ing, Asynchronous, Memoryless) and finally, with reliable non-FIFO links i.e.
links that delivers packets out of order but never drop them (CAMO - Crashing,
Asynchronous, Memoryless, Out of order).

For proving properties of these models, we need an abstraction that allows
us to represent links (with arbitrary number of packets) and nodes. Finite state
models cannot be used as crashes can populate the links with arbitrary sets
of packets from various runs; hence approaches that use abstraction to map

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 347–352, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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infinite sets of states into finite ones are ruled out. Hence, an approach such
as Input/Output Automata (IOA)[LT89] is useful. IOA differ from NDFA in
that the set of states need not be finite. Second, more than one start state
is permitted (this convention is appropriate for a nondeterministic machine).
Third, the alphabet of actions is partitioned into three categories of input, output
and internal actions, and a special enabling condition is imposed for input actions
only. Fourth, no final states are specified.

From the verification point of view, the first difference plays a prominent
role. CTL operators[McM92] are computed using iterative algorithms that have
worst case complexity of the order of the number of states in the automaton.
Hence, they are well suited for finite state automaton but simply fail in case of
an infinite state IOA and hence we cannot use CTL and its operators to express
the IOA. Hence, we have modeled IOA as a special theory using sequences in
PVS, a verification system using higher-order logic.

In this paper, we present a proof of the non-existence of correct crash-
ing network protocols with either unreliable FIFO (CAML) or reliable FIFO
(CAM) or reliable non-FIFO (CAMO) links using IOA formalism in PVS. Our
proofs also attempt reuse but a significant portion still remained to be done
afresh.

It is a constructive proof rather than a deductive one and closely models the
basic construction in [FLMS93] and more directly the one in [JV00]. The basic
construction in [FLMS93] that proves the impossibility of a data link protocol
without persistence is as follows. A series of alternating crashes are used to force
a node R to send the first i packets of the sequence of normal crashless packets.
This causes the other node S (after another crash) to send the packets needed
to force node R to send the first i + 1 packets before crashing again. By con-
tinuing inductively, we force the receiver to emit the entire sequence of packets
it would have emitted in an execution. At this point we stop the construction,
and crash the sender and receiver. The result is that the link from the receiver
to sender has the complete sequence of packets sent in an execution. This is suf-
ficient to cause data link protocols to fail because the complete sequence could
include the responses to any initial handshake packets, as well as all the data
acks. Thus even if all the sender’s initial packets are lost, including the first
data item, the sender will be fooled into thinking all is well. The construction
in [JV00] generalizes the above to initialize the link with a concatenation of
two send sequences from possibly two different executions of the same crashing
protocol.

The nodes and link are modelled in PVS as follows. As there is no persistence
in the nodes, it suffices to indicate the node state just by a bit for either a unique
start state or not. The state of a link is the packets on the link. As the link in
CAM and CAML is a FIFO, the sequence of packets has been modeled by a
queue where as a link in CAMO is non-FIFO i.e. packets are delivered in any
order, we use finite sets. Hence we have two IOA corresponding to the node and
link respectively. Due to lack of space, we omit discussion of the PVS model of
IOA. They are available in a TR[IISc].
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2 Non-existence of Correct Crashing Network Protocols

We discuss the three cases (CAML, CAM, CAMO) here. While CAM subsumes
the CAML case (if CAM is incorrect, CAML also being incorrect follows), a
separate proof is needed to handle the stronger statement of the CAML case.

The main theorem to be proved for the CAML model is as follows: CAML
model protocols can be driven by a sequence of crashes to any global state where
each node is in a state reached in some (possibly different) run, and each link
has an arbitrary mixture of packets sent in (possibly different) runs. Here →
means “possible to transit to”.

Theorem: Unreliable FIFO (CAML) Any State: Let A be any arbitrary
crashing protocol. Let N [i] and L[i] be the state of node i and link i respec-
tively. Let [N,L] be any possible state for a system with nodes connected to
links with some arbitrary connectivity with [N0, L0] being the initial state. Then
[N0, L0] → [N,L]

The main theorem to be proved for the CAM model is as follows: CAM model
protocols can be driven by a sequence of crashes to any global state, where each
node is in a state reached in some (possibly different) run, for some link states
of the links. The the only difference between CAM and CAML models is that
all possible combination link states of the links may not be possible in CAM.

Theorem: Reliable FIFO (CAM) Any Node state: Let N be any possible node
state vector. Then there exists a state [N,L] such that [N0, L0] → [N,L].

The main theorem to be proved for the CAMO model is as follows: CAMO
model protocols can be driven by a sequence of crashes to any global state, where
each node or link of an acyclic component of the network is in a state reached in
some (possibly different) run, for some link states of the links. We do not bother
about states of other nodes or links.

Theorem: Reliable non-FIFO (CAMO) Any Node state: Let [N,L] be any
possible state vector for some arbitrary acyclic component of the graph. Then
there exists a state vector [N1, L1] such that at the nodes and links of the
acyclic component, N(i) and N1(i) (L(i) and L1(i) respectively) are same and
[N0, L0] → [N1, L1].

Each action of a node or a link is a predicate over an ordered state pair
depicting the transition from the first element of the pair to the next. nre-
ceive is an input action performed on a node automaton to receive a packet.
nsend is an output action performed by a node automaton to send a packet.
ncrash is an input action performed on a node automaton depicting its crash-
ing behaviour. lreceive is an output action performed by a link automaton
to make some node receive the first packet1 on it. lsend is an input action
performed on a link automaton by sending a packet on it, from a node. llose
is an internal action performed in a link automaton depicting its lossy
behaviour.

1 Here, we have the pre-condition that the packet being received must be the first one
in case of FIFO links
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Now, to model a crashing network protocol, these node and link I/O automata
need to be composed. The composite state is the composition of the vector of
node states and the vector of the link states. The resulting composite actions
are: receive(i,j,p) is an action for node j receiving packet p from link (i,j), sent
by node i. send(i,j,p) is an action for node i sending packet p to link (i,j), to
be received by node j. crash(i) is an action corresponding to the crashing of
node i. lose(i,j,p) is an action corresponding to the loss of packet p from the
link (i,j).

2.1 Proof of Main Theorem for CAML

The outline of the proof is as follows. We have simplified the notation for easy ac-
cessibility; for a complete description see[JV00]. SNDj is a send sequence on the
jth link whereas SNDj is a send sequence in the jth state. The intuition behind
each of these lemmas and corollaries is also given (for a detailed explanation,
refer to[JV00]).

Crash: [N,L] → [N ′, L] with N ′[i] the start state of node i: after a crash
at node i, its state becomes the start state. This captures the effect of lack of
persistence. This is proved in PVS through 2 lemmas.

FIFO loss: [N,L] → [N,L′] with L′ a subsequence of L: after a packet is
dropped, the new link state is a “subsequence” of the old (in the way we have
defined subsequence, not PVS library’s notion). This captures the effect of al-
lowing arbitrary packet loss on a link. This requires 6 proofs of lemmata in
PVS.

Rotate Node j: [N,RCVj O] → [N ′, O SNDj ]: N ′[j] is the state of jth node
(starting from the start state) after receiving all its msgs on link and sending
responses to the link. This captures the effect of asynchrony and locality. First,
the jth node is crashed and then made to receive all its packets. It then sends all
its outgoing packets to enter state N ′[j]. Rotate: [N,RCV O] → [N ′, O SND]:
N ′ is the state of all nodes after processing all messages on the links. This follows
by applying the previous transformation to each node in turn. 2 lemmata are
required.

Send2RecvIncr: [N,SNDk O] → [N,RCV k+1 O]: a receive sequence in the
k + 1th state always is a subsequence of a send sequence in the kth state. All
packets received in a link must be sent before the last receive. Reception of a
packet moves the system from the kth state to the k + 1th state, hence the
validity of Send2RecvIncr. Similarly, Send2Recv: [N,SNDk O] → [N,RCV k O]
as a receive sequence in the kth state is a subsequence in the k + 1th state. 2
lemmata are required.

RotateIncr: [N,SNDk O] → [N ′, O SNDk+1]: using Rotate and
Send2RecvIncr. RotateWithoutIncr: [N,SNDk O] → [N0, O SNDk]: follows
from application of Send2Recv, Rotate, Crash. Any Rotate: [N0, O SND O′] →
[N0, SND O′ O], O′O concat of send seqs: follows from repeated application of
RotateWithoutIncr. 2 lemmata are required.

Increment: [N0, O SNDk O′] → [N0, O SNDk+1 O′] Concat: [N0, L0] →
[N0, L], L concat of send seqs. 2 lemmas are required for each.
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NodeGen: [N ′, GO] → [N,O] states that there exists G a node state generator
N ′ to N . This requires 6 lemmas to be proved.

LinkGen: [N,G] → [N,L] states that there exists G a link state generator
for L. Playout: [N0, GnGl] → [N,L] states that starting from the initial node
states, there are link state generators Gn, Gl Any State: [N0, L0] → [N,L]. These
require 2 lemmas.

Discussion of the PVS Proof. The lossy links lead to the concept of sub-
sequences of packets that are needed while proving the above corollaries and
lemmas. These subsequences are different from what is provided in the PVS li-
braries. To model them was a tricky part. We used a predicate P to model the
arbitrary dropping of link contents from a sequence to give our notion of subse-
quence. As the proof of the main theorem is an “existential” proof, it turned out
to be a constructive proof rather than a deductive one. This results in fewer pos-
sibilities for automation, leading to high manual effort (over 1200 manual proof
steps here). Often, the proof would split into sub-proofs with formulae containing
existential quantifiers. A thorough study was needed to discover what particular
instantiation would prove it.

Most of these “existential” proofs were approached using inductive proof
techniques - in which case it resulted into 2 or 3 subproofs. The inductive step
almost in all cases turned out to be a non-trivial “existential” proof. Even to
prove the basis turned out to be non-trivial in many cases.

2.2 Reuse of Definitions and Proofs in CAM Model

Next we consider crashing protocols that work with reliable FIFO links (CAM -
Crashing, Asynchronous, Memoryless). Because of the similarity of this theorem
with that of CAML’s, we were able to reuse many of the lemmas proved in the
previous chapter. However, because of some of the differences, we had to prove
few more new lemmas as well for the main theorem. Apart from the lemmas, the
definitions of node, link and their composition were also reused to a large extent.

The definitions of the node were used exactly same as in the CAML model
as in both the models, nodes crash. However, a link in this model does not have
a lose action. Hence, their composition is also similar except for the composed
action lose. Thus, the definitions for node, link and their composition for the
CAM model are the same except for the extra llose and lose actions respectively.

Apart from the axioms, lemmas, corollaries and the main theorem in CAML
model, everything else has been completely reused in the CAM model. The
axioms used in CAM model are, however, different from those in CAML model.
6 lemmas were reused as is, 4 with minor changes, 3 were new and the rest (11)
had to be proved from scratch. Though 600-700 steps of the previous proofs
were reusable, over 500 proof steps had to be done from scratch, inspite of the
full efforts at re-use. In the CAML case, the proofs were rather short using the
generic strategies such as skosimp (skolemization followed by simplyfying), assert
(use std built-in decision procedures), expand (substitution), apply-extensionality
and finally grind (a std strategy). However in the CAM case, there were quite
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a few more manual steps before grind could be finally applied. Also, in many
cases, we had to apply grind carefully with particular exclude options to make
progress in the proof.

2.3 Proof of Main Theorem for CAMO

Many basic definitions and lemmas for this case are similar except that we have
to replace finite sets for queues and change the operations like concatenation
appropriately; however, in many cases, the proofs have to be done from scratch
due to fundamental differences between queues and sets.

To prove the theorem for the CAMO model, we need to drive the states
of an acyclic component of the graph rathen than that of the whole graph. A
ACyclicComponent data type has a set of links and vertices and a function that
defines a linear ordering on it. Now, given a required state to which an acyclic
component has to be taken on an execution sequence, we construct a sequence
of states of the whole network such that if the network is at a certain state in the
sequence then it can be forced to go to the next state of the sequence. Then we
use induction to show that there is an execution sequence which takes a network
in the first state of the sequence to the last state of the sequence. Then we show
that the first state is the initial state of the network in which all nodes and links
are in their initial states and last state is in the required state.

3 Conclusions

Given that there are some commonalities among the three models (for example,
crashes), some reuse is possible but many proofs had to be redone from scratch,
either because the underlying abstractions changed (sets vs queues) or the exact
form of the theorem itself changed. Using the libraries provided in PVS has been
very useful but sometimes the form required is not exactly what is desired.
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Abstract. A Verilog HDL-based fault simulator for testing embedded cores-based 
synchronous sequential circuits is proposed in the paper to detect single stuck-line 
faults The simulator emulates a typical BIST (built-in self-testing) environment 
with test pattern generator that sends its outputs to a CUT (circuit under test) and 
the output streams from the CUT are fed into a response data analyzer. The fault 
simulator is suitable for testing sequential circuits described in Verilog HDL. 
The subject paper describes in detail the architecture and applications of the 
fault simulator along with the models of sequential elements used. Results on 
some simulation experiments on ISCAS 89 full-scan sequential benchmark 
circuits are also provided. 

1   Introduction 

Large-scale integration has added enormous complexity to the process of testing. This 
complexity is due mainly to the reduction in the ratio of externally accessible points 
(primary inputs and outputs) to internal inaccessible points in the circuit. We can 
classify the integrated circuit testing techniques into three broad categories, viz. 1) 
testing of purely combinational circuits or synchronous sequential circuits (full-scan) 
using design for testability (DFT) techniques; 2) built-in self-testing techniques that 
generate their own test vectors for circuits using built-in hardware; and 3) testing of 
general digital (sequential) circuits with test vectors that are externally generated and 
applied. For purely combinational circuits, a number of methods are known that 
automatically generate tests with satisfactory fault coverage. For synchronous 
sequential circuits, scan design is often used to reduce the test generation problem to a 
combinational circuit testing problem that is considerably less difficult. In scan 
design, all memory elements of the circuit are chained into one or more shift registers 
such that a synchronous sequential circuit can be partitioned into a purely 
combinational circuit and a shift register that can be tested separately. While this 
technique has been successfully used in commercial systems, the percentage of logic 
added (10-20%) for testability has performance and cost penalties that are not always 
acceptable. Built-in self-testing (BIST) is a test methodology in which a circuit (chip, 
board, or system) can test itself; in other words, the testing (test generation, test 
application, and response verification) could be accomplished through built-in 
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hardware. Actually, BIST is a combination of two concepts: built-in test (BIT) and 
self-test (ST). This technique is intended to solve some of major testing problems like 
test time and volume, test cost and diagnosis [1] – [16]. 
    The automatic test generator (ATG) produces the test vectors for application to the 
CUT and the response data from an entire test sequence are compressed into a single 
value called a signature, which is then compared to the signature of a fault-free 
circuit. A fault is detected if the test signature is different from the good signature. A 
typical BIST scheme is composed of an automatic test pattern generator, the CUT, 
and a test data analyzer. The test data analyzer consists of a response compaction unit, 
storage for the good signature, and a comparison unit. In the BIST approach, the 
circuit is designed to have a self-test mode in which it generates test vectors and 
analyzes the response. The objective is to apply all possible vectors to the 
combinational part of the circuit. In very large circuits, either the combinational 
portion is partitioned into independent sections, or the entire circuit has to be tested by 
random test vectors. However, the hardware overhead of BIST is even higher than 
that of the scan design; about 20-50% test logic may have to be added for BIST. 
    The test generation problem for general sequential circuits is recognized to be very 
difficult, tedious, and as yet, unsolved. The memory elements contribute to the poor 
controllability and observability of logic. Most test generators for sequential circuits 
can perform reasonably well only on circuits with up to 1,000 gates. Therefore, VLSI 
designers manually develop test vectors using the knowledge of the functional 
behavior of the circuit. These tests are generated to exercise critical paths and 
functions with selected data patterns. In spite of the enormous effort, the quality of 
manually generated test vectors, as often verified by fault simulation, appears 
questionable. There exists hence a critical need to develop an automatic sequential 
circuit test generator that can handle VLSI chips, specially today’s embedded cores-
based system-on-chip (SOC), and, at a reasonable computing cost, can achieve high 
fault coverage. This is the main objective of the present work. Equally important is 
the objective to combine the two processes of test generation and fault simulation. 

 

2   Test Generation and Fault Simulation for Embedded Cores-
Based Sequential Circuits Under Altera Max Plus II Design 
Environment 

The response of a sequential circuit depends on its primary inputs and the stored 
internal states. The stored states can retain their values over time. Thus, combinational 
test generation methods can be applied to sequential circuits if the element of time is 
introduced. Many sequential circuit test generators have been devised on the basis of 
the fundamental combinational algorithms. There are available approaches like nine-
value algorithm, SOFTG (a sequential version of PODEM), backtrace algorithms, 
verification-based techniques, SCIRTSS (Sequential CIRcuit Test Search System), 
functional and expert system methods to deal with the complex problem of sequential 
circuit testing, which could not be elaborated due to lack of available space. 
    The Verilog HDL is one most common hardware description languages (HDL) used 
by integrated circuit (IC) designers. It also allows for mixed-level designs, where users 
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can describe a design at both high and low levels of logic simulation and synthesis. 
The designers are choosing top-down design and mixed-level design to contend with 
ever-increasing complexities and shrinking time-to-market cycles. The hardware 
description languages (HDLs) are languages used to design hardware with. As the 
name implies, an HDL can also be used to describe the functionality of hardware as 
well as its implementation. The HDLs allow designers to describe designs at higher 
levels of abstraction, such as architectural or behavioral, and provide a path to logic 
synthesis. They permit the design to be simulated earlier in the design cycle in order 
to correct errors or experiment with different architectures. The designs described in 
HDL are technology-independent, easy to design and debug, and are usually more 
readable than schematics, particularly for large circuits. 
    The first HDL was ISP, invented by Bell and Newell. This language was also the 
first to use the term register transfer level. This came from the use of ISP in 
describing the behavior of the PDP-8 computer as a set of registers and logical 
functions describing the transfer of data from source register to destination register. 
Subsequent HDLs included VHSIC, HDL (VHDL), UDLI (which was developed by 
NTT), HiLo, which was the predecessor to Verilog, and ISP', which was a successor 
to ISP (implemented by the N-dot simulator). 
    The principal feature of a hardware description language is that it contains the 
capability to describe the function of a piece of hardware independently of the 
implementation. The great advance with modern HDLs was the recognition that a 
single language could be used to describe the function of the design and also to 
describe the implementation. This allows the entire design process to take place in a 
single language, and thus with a single representation of the design. The Verilog 
Hardware Description Language, usually just called Verilog, was designed and first 
implemented by Moorby at Gateway Design Automation. The first major extension 
was Verilog-XL, which added a few features and implemented the famous "XL 
algorithm" which was a very efficient method for doing gate-level simulation. This 
marked the beginning of Verilog's growth period. Many leading-edge electronic 
designers began using Verilog at this time because it was fast at gate level 
simulation, and had the capabilities to model at higher levels of abstraction. These 
users began to do full system simulation of their designs, where the actual logic 
being designed was represented by a netlist and other parts of the system were 
modeled behaviorally. 
    Synopsys delivered the first logic synthesizer that used Verilog as an input 
language. This was a major event, as now the top-down design methodology could 
actually be used effectively. The design could be done at the register transfer level, 
and then Synopsys' design compiler could translate that into gates. With this event, 
the use of Verilog increased dramatically. The second major trend began to emerge, 
and that was the use of Verilog-XL for sign-off certification by ASIC vendors. As 
Verilog became popular with the semiconductor vendors and customers, they began to 
move away from their own proprietary simulators, and started allowing customers to 
simulate using Verilog-XL for timing certification. As more ASIC vendors certified 
Verilog-XL, they requested more features, especially related to timing checks, back 
annotation, and delay specification. In response, Gateway implemented many new 
features in the language and simulator to accommodate this need. 
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    Cadence Design Systems acquired Gateway and continued to market Verilog as both 
a language and a simulator. In 1995, Verilog became an IEEE standard. Now, Verilog 
simulators are available for most computers at a variety of prices, having a variety of 
performance characteristics and features.  

2.1   Digital Circuit Designing and Verilog HDL 

The Verilog hardware description language is widely used in both industry and 
academia for describing digital systems. The language supports the early conceptual 
stages of design with its behavioral level of abstraction, and the later implementation 
stages with its structural level of abstraction. The language provides hierarchical 
constructs, allowing the designer to control the complexity of a description. Digital 
systems are highly complex. At their most detailed level, they may consist of millions 
of elements, as would be the case if we viewed a system as a collection of logic gates 
or pass transistors. From a more abstract viewpoint, these elements may be grouped 
into a handful of functional components such as cache memories, floating-point units, 
signal processors, or real-time controllers. Hardware description languages have 
evolved to aid in the design of systems with this large number of elements and wide 
range of electronic and logical abstractions.  
    The Verilog language describes a digital system as a set of modules. Each of these 
modules has an interface to other modules as well as a description of its contents. A 
module represents a logical unit that can be described either by specifying its internal 
logical structure – for instance, describing the actual logic gates it is comprised of, or 
by describing its behavior in a program-like manner – in this case, focusing on what 
the module does rather than on its logical implementation. These modules are then 
interconnected with nets, allowing them to communicate.  
    Verilog supports a design at many different levels of abstraction. Three of them 
are very important: behavioral level; register transfer level; and gate level. 
Behavioral level describes a system by concurrent algorithms (behavioral). Each 
algorithm in itself is sequential; viz. it consists of a set of instructions that are 
executed one after the other. Functions, tasks, and always blocks are the main 
elements. There is no regard to the structural realization of the design. Register 
transfer level designs specify the characteristics of a circuit by operations and the 
transfer of data between the registers. An explicit clock is used. RTL design contains 
exact timing possibility; operations are scheduled to occur at certain times. In gate 
level, within the logic level, the characteristics of a system are described by logical 
links and their timing properties. All signals are discrete signals. They can only have 
definite logical values (0, 1, X, Z). The usable operations are predefined logic 
primitives (AND, OR, NOT, etc. gates). Using gate level modeling might not be a 
good idea for complex logic. But if one requires high speed, low power, and least 
gates, then it is better to use gate level design so that one can use one’s brain to 
optimize the design. Some designs do full custom design, where logic is optimized at 
transistor level, like processors. 
    Verilog can be used to describe designs at four levels of abstraction: 1) algorithmic 
level (much like C code with if, case, and loop statements); 2) register transfer level 
(RTL uses registers connected by Boolean equations); 3) gate level (interconnected 
AND, NOR, etc.); and 4) switch level (the switches are MOS transistors inside gates). 
The language also defines constructs that can be used to control the input and output 
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of simulation. More recently, Verilog is used as an input for synthesis programs which 
will generate a gate-level description (netlist) for the circuit. Some Verilog constructs 
are not synthesizable. Most designers will want to synthesize their circuits, so 
nonsynthesizable constructs should be used only for test benches. These are program 
modules used to generate I/O needed to simulate the rest of the design. There are two 
types of codes in most HDLs. Structural is a verbal wiring diagram without storage. 

Assign a=b & c d;   /* “ ” is an OR */ 
Assign d= e & (~c); 

Here the order of the statements does not matter. Changing e will change a. 
Procedural that is used for circuits with storage, or as a convenient way to write 
conditional logic. 

Always @ (posedge clk) // Execute the next statement on every rising clock edge. 
Count <=count+1; 

Procedural code is written like C code and assumes every assignment is stored in 
memory until overwritten. For synthesis with flip-flops generates too much storage. 
s27 is a basic sequential circuit in ISCAS 89 benchmark circuits, and there are 
different numbers of D flip-flops in every sequential circuit as memory units. Let us 
describe a D flip-flop by Verilog HDL as given below. 

module ndff(q,d,rst,clk); 
input clk,rst,d; 
output q; 
reg q; 
always @(posedge clk or posedge rst) 
if (rst==1) q<=0; 
else q<=d; 
endmodule 

3   Simulation Under Max Plus II Version 10.1 

Altera’s Max Plus II development software is a fully integrated programmable logic 
design environment. This easy-to-use software supports the Altera Acex, Flex, Max, 
and Classic programmable device families, and works in both PC and Unix 
environments. Altera’s Max Plus II development software offers flexibility and 
performance, and allows seamless integration with industry-standard design entry, 
synthesis, and verification tools. The software is a comprehensive tool for the design, 
compilation, and simulation of digital circuit designs. The software gives designers 
the flexibility to enter a design using all the major design entry methodologies, 
including: VHDL, Verilog HDL, schematic capture, design entry utilizing 
megafunctions and the library of parameterized modules (LPM), Altera hardware 
description language (AHDL), and waveform. By giving designers control over the 
entry format and the ability to mix and match design entry methodologies, Max Plus 
II development software minimizes development time. The software consists of 11 
application programs and manager. The different design entry applications can be 
active simultaneously, allowing designers to switch between them with a click of the 
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mouse or a menu command. At the same time, the user can run one of the background 
applications, i.e., the compiler, simulator, timing analyzer, or programmer.  

4   General Structure of Sequential Circuit Test Method 

At first, we introduce the general structure of the sequential circuit testing method. 
We implemented the fault simulation approach using C language on IBM-compliant 
PC (Pentium III – 1 GHz). In the program, we use system function of C to call Max 
Plus II for compiling and simulating a CUT. A CUT is represented by Verilog HDL 
gate-level description. The executable file and CUTs (ISCAS 89 sequential 
benchmark circuits) will be stored in the same file fold. 

Initialization. The goal in the initialization phase is to generate random signal, 
create an input vector file for the CUT, and reset all flip-flops that are in the 
unknown state. 

Hardware Implementation of Random Number Generator. In BIST techniques, 
deterministic exhaustive or compact, pseudoexhaustive, or pseudorandom test 
patterns are used. Using algorithms (such as PODEM), the reduced test sets can be 
generated on-chip at a low hardware cost with high fault coverage. The autonomous 
linear feedback shift register (ALFSR) can be used to generate pseudorandom test 
vectors. An ALFSR is a serial connection of D flip-flops with no external inputs and 
Exclusive-OR (XOR) gates providing the feedback. 

Software Simulation of Random Number Generator. We focus in the paper on 
implementing the random signal generator through software simulation. Then, 
according to a specified sequential circuit, we will put the random number into a .vec 
file according to the format of Altera’s Max Plus II development software. Finally, we 
will get the vector file and use the vector as inputs for the sequential circuit. We 
implement the random number generator (RNG) using C language. The 
random_number() function is a portable, fast and good pseudorandom number 
generator. When we need some random number, we simply call the random_number() 
functions. Initializing the function with a certain seed will produce exactly the same 
series of random numbers on all platforms. The random_number() functions will 
return high quality equally distributed random numbers. 

Fault Injection and Fault Simulation. Next we implement one of the most 
important and complex parts in the problem – fault injection and simulation. 1) 
Hardware fault injection. The hardware fault injection technique is imperative in 
order to iteratively inject faults to every mutually exclusive wire, and to test for both 
stuck-at-0 and stuck-at-1 logic faults. In fault injection scheme, every mutually 
exclusive wire has a multiplexer introduced within it, which allows us to either run the 
wire as such, or inject stuck-at-0 or stuck-at-1 faults. If the values of the select signals 
of any multiplexer are at “00”, then we will run the wire as such, while if the values 
are at “01”, then we will inject a stuck-at-1 fault indicated by the logical 1 value 
coming into the multiplexer, and if the values are at “10”, then we will inject a stuck-
at-0 fault indicated by the logical 0 value coming into the multiplexer. Finally, if the 
values are at “11”, then we will again assume normal operation of the wire. 2) 
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Software fault injection.  In this paper, we focus on software fault injection, that is, we 
will simulate the above part – hardware fault injection scheme with entire software 
method. 

Input Part, Inside Wire, and Output Part Fault Simulation. The pseudocode 
descriptions of the algorithms that perform the input part, inside wire part, and output 
part testing for a sequential circuit by compilation and simulation under Altera’s Max 
Plus II development environment also could not be provided. However, Tables 1 and 
2 furnish some insights into simulation experience on ISCAS 89 full-scan sequential 
benchmark circuits. 

Table 1. Testing time, numbers of DFFs, gates, inverters, and internal wires of ISCAS 89 
sequential benchmark circuits  

CUT 
name 

No. of DFFs  
in the  
CUT 

No. of gates and 
inverters in the 
CUT 

No. of 
wires of 
the CUT 

No. of test vectors 
used for  
simulation 

Testing 
time 
(sec) 

s27 3 10 12 72 60 
s298 14 119 127 72 660 
s344 15 160 164 186 966 
s382 21 158 173 184 1200 
s444 21 181 196 207 1264 
s526 21 193 208 219 1249 
s641 19 379 374 435 3939 
s820 5 289 275 314 1917 
s832 5 287 273 312 1649 
s953 29 395 401 442 4102 
s1238 18 508 512 542 5481 
s1423 74 657 726 750 12121 

Table 2. Fault coverage, numbers of DFFs, internal wires, and detected faults of ISCAS 89 
sequential benchmark circuits 

CUT 
name 

No. of DFFs  
in the  
CUT 

No. of  
wires of the  
CUT 

No. of detected  
faults  

Fault coverage 
(%) 

s27 3 12 34 100 
s298 14 127 203 74.6 
s344 15 164 343 93.2 
s382 21 173 90 24.7 
s444 21 196 86 21.0 
s526 21 208 79 18.2 
s641 19 374 758 87.5 
s820 5 275 317 50.8 
s832 5 273 345 55.6 
s953 29 401 834 94.8 
s1238 18 512 885 82.0 
s1423 74 726 581 38.8 
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Abstract. In this paper, we propose a distributed contention resolution scheme to
reduce blocking probability in optical burst-switching networks. The scheme takes
priority, propagation delay from the ingress router, and the burst-size into account
to resolve contention, and guarantees that at least one of the bursts succeeds when
contention occurs. We use a control packet to delay transmission of the contending
burst at ingress router. We compare the performance of our scheme, by simulation,
and show that the proposed scheme outperforms the earlier scheme in reducing the
blocking probability. For simulation, we generated bursty traffic using an M/Pareto
distribution.

1 Introduction

Three switching techniques that are well studied to carry IP traffic over WDM networks
are – optical circuit switching, packet switching and burst switching. Each switching
paradigm has its own limitations when applied to optical Internet. Circuit switching also
known as wavelength routing in WDM networks is not bandwidth-efficient unless the
duration of transmission is much longer than the circuit establishment period. Setting
up the circuits (lightpaths) takes considerable amount of time and it is shown that the
lightpath establishment in optical networks is an NP-hard problem [1], though many
heuristics and approximation algorithms exist, see [2] and the references therein. On the
other hand, optical packet switching is flexible and bandwidth-efficient. However, the
technology for optical buffers and processing in the optical domain is yet to mature for
commercialization.

In this context, optical burst switching (OBS) [3] is emerging as a potential new
switching paradigm which is expected to provide high-bandwidth transport services at
optical layer for bursty traffic in a flexible, efficient and feasible way. OBS which is an
hybrid of the circuit and packet switching paradigms, encapsulates the fine-granularity
of packet-switching and the coarse-granularity of circuit switching, and thus it combines
benefits of the both while overcoming some of their limitations. It requires lesser complex
technology than the technology needed for packet switching.

Recently many studies have been done for OBS networks, e.g., [3, 4, 5, 6]. On the
basis of the signaling used, OBS may be broadly classified into two types: Just-Enough-
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Time (JET) and Tell-n-Go (TAG) [3, 4]. OBS-JET uses an offset time (mostly called
base-offset time) between each burst and its control packet. The base-offset time is
the total time involved in processing the control packet from source to destination. In
OBS-JET, a node sends out a control packet and transmits the burst after the base-offset
time. If any of the intermediate node fails to reserve the required resources, the burst
is dropped at that node. To efficiently utilize the resources, OBS-JET uses a delayed
reservation (DR) technique where resources are reserved at the time that the burst is
expected to arrive. In OBS-TAG, the burst is sent immediately after the control packet.
In such OBS-TAG networks the intermediate node requires fiber-delay lines to buffer
the bursts while the control packet is being processed at the node.

One of the key design issues in OBS is the reduction in blocking probability of
the bursts arising due to resource contention at an intermediate router. Due to the non-
availability of optical buffers contending bursts are simply dropped at the intermediate
core router [7, 8]. Fiber-delay lines have been proposed as an alternate to buffers, e.g., [9],
however they can handle delays only for a fixed duration. Therefore, such lines are not
suitable in the context of bursts which are characterized by variable delays.

In such a technological scenario, for buffer-less burst-switching networks, the con-
ventional priority schemes such as the fair-queuing strategy which requires the use of
buffers, can no longer be applied. Therefore, one of the alternatives to support QoS in a
buffer-less optical burst-switching network is to reduce the blocking probability of the
bursts due to resource contention at intermediate nodes. To support the QoS requirements
of different applications in optical burst-switching networks, QoS provisioning must be
built into OBS. Additionally, any scheme to reduce the blocking of high priority traf-
fic should not increase blocking of lower-priority traffic sensitively. Also, in prioritized
traffic the delay experienced by high priority traffic should be lower.

Different mechanisms to resolve contention and to support QoS in optical burst-
switching networks for prioritized traffic classes have been proposed in the literature.
For example, Yoo and Qiao [7, 8] and Yoo et al. [9] proposed a scheme based on extra-
offset time. They assigned an extra-offset time to each priority class in addition to the
base-offset time. The highest priority class is assigned the maximum extra-offset time
while no extra-offset time is assigned to the lowest priority class. In other words, in
their scheme the traffic of the highest priority class has to wait for a maximum duration
before it is transmitted while the lowest priority class traffic is transmitted immediately
after the base-offset time and is delayed for a minimum duration. However, in prioritized
classes of traffic, it is desirable that the traffic belonging to highest priority class should
have a minimal waiting period at the source while the traffic of lower priority class may
be delayed for a longer duration. Moreover, in [7, 8, 9] if more than one requests of the
same priority arrive at an intermediate node and request for the same resources, all the
requests are dropped.

There are many other studies done by other researchers too. Boudriga [10] assigned
a different delay time to each class in order to isolate higher priority class from the lower
priority class. Lee and Griffith [11] presented a traffic engineering technique to support
QoS in optical Internet. The mechanism proposed by them tries to utilize the available
wavelengths efficiently in order to provide lower delays. Kim et al. [12] proposed a
deflection routing mechanism to reduce burst losses. They defined threshold functions
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to reroute the contending bursts. Deflected bursts may take a longer path to reach its
destination. Yoo et al. [9] and Fan et al. [13] calculated the blocking probability of
each class when fiber delay lines are deployed at the intermediate nodes. Most of the
researchers have attempted to reduce the blocking probability of different classes of
traffic in order to provide differentiated services.

In this paper, we present a scheme to reduce burst loss and to support QoS in optical
burst-switching networks for prioritized classes of traffic. Our aim is to reduce the
blocking probability of the bursts arising due to resource contention at intermediate
nodes. Our proposed scheme inherits the delay-reservation technique of JET. However,
it differs in the signaling protocol. When contention occurs at an intermediate node, the
proposed scheme takes the following three parameters into account to allocate resources
– (i) Priority of the request, (ii) propagation delay of the request from the ingress node,
and (iii) burst-size of the request. Our scheme guarantees that at least one of the bursts
succeeds when contention occurs due to arrival of the requests of the same priority;
this is not the case with other OBS schemes where all the bursts get dropped. Thus,
the proposed scheme reduces the overall burst-loss in networks due to contention and
the decision to delay the transmission or drop the burst is taken on the basis of the
propagation delay of the request from the ingress router.

The rest of the paper is organized as follows. Architecture and notations used are
described in Section 2. In Section 3, the signaling protocol and the structure of the control
packets are detailed. Simulation results are presented in Section 4 and compared with
another OBS protocol. Finally, some conclusions are drawn in Section 5.

2 Architecture and Notations

We model an optical network by means of a directed graph G(V,E) where V is the set
of vertices (nodes) and E represents the set of links/edges in the network. Two types
of nodes (here after, we use the terms node and router interchangeably) are identified:
edge routers and core routers (Fig. 1). Dark circles indicate the edge routers (ingress and
egress) and Squares indicate the core routers. Every edge router has (ne − 1) × Np

electronic buffers where ne is the number of edge routers, Np is the number of priority
classes supported in the network. Each buffer belongs to a specific pair of priority
class and egress router. The core router has no buffer; this is a desirable feature of the

Edge Router Core Router 

Fig. 1. A Burst-Switch Network
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optical burst-switching network. Besides, processing and forwarding the control packet,
core router has the capability of generating its own control packets depending on the
conditions as will be mentioned in Section 3. A core router acts as a transit router for
data-traffic. Thus, the data-traffic remains in the optical domain from ingress to egress
router. Propagation delay between every pair of adjacent vertices in graph G is assumed
to be tp. Let DN be the number of nodes along the diameter of graph G. Then, the
maximum propagation delay of a control packet between any two edge routers in graph
G is Tp = (DN − 1)× (tp + τp). Here τp is the processing delay of a control packet
at each router. We assume this maximum propagation delay, Tp, in graph G to be the
base-offset time in the burst-switching network that we consider.

We define the following three situations that can occur when an intermediate router
receives a reservation request:

– No contention (NC): When no contention for resources occurs at the intermediate
core router.

– Contention resolved (CR): When contention occurs at an intermediate core router,
and the propagation delay between the core router and the (contending) requesting
ingress router is τ ≤ Tp/2. In this case if a request is sent from the core router to
the ingress router to delay the transmission of the burst, the request can reach the
ingress router before the expiry of the base-offset time (Tp). Hence, the transmission
of the burst can be delayed and the burst will not be dropped at the core router.

– Contention-not-resolved (CNR): When contention occurs at an intermediate core
router and the propagation delay between the core router and the requesting ingress
router is τ > Tp/2. In this case if a request sent from the core router to the ingress
router to delay the transmission of the burst, cannot reach the ingress router before
the expiry of base-offset time (Tp). Thus, the burst transmitted immediately after
the base-offset time will be dropped at the core router.

3 Signaling Protocol and Control Packets

In most of the burst-switching networks, when resource contention occurs at an interme-
diate node the contending burst is dropped at that node. To reduce such a burst-drop, the
burst-switching networks proposed by Yoo’s research group [3, 4, 5, 6] assign an extra-
offset time to each class of traffic in addition to the base-offset time. They attempted to
reduce overlap of bursts in time. In such schemes, the traffic of the highest priority class
is assigned the maximal extra-offset time whereas no offset time is assigned to the lowest
class traffic. In other words, high priority traffic has to wait for a longer duration at the
ingress router even if the required resources are available at the core routers. On the other
hand, it is always expected, for a prioritized traffic, that the traffic of the high priority
class should experience lower delay at the ingress router. Moreover, such schemes do
not resolve resource contention if two requests have the same priority and arrive at an
intermediate core router at the same time. In addition, the low priority requests in case
of a contention are always dropped leading to starvation.

Unlike in other OBS schemes, where a contending request is always dropped, in our
proposed scheme the decision to drop or delay the transmission is taken on the basis of
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the propagation delay of the request from the ingress router. Moreover in our scheme
if contention arises due to the arrival of requests of the same priority at the same time,
the contention is resolved on the basis of following three parameters: (i) priority of
the request (ii) propagation delay of the request from the ingress node and (iii) burst-
size of the request. Proposed scheme guarantees that at least one burst succeeds when a
contention occurs. A burst whose request was not further delayed, is transmitted after the
base-offset time. The decision to delay the transmission is taken at the intermediate core
router where contention has occurred. Thus, the transmission of a burst is delayed on-
demand in our scheme whereas in schemes based on extra-offset time, each priority class
traffic is delayed by a pre-determined period of time in addition to the base offset-time.

We use two types of control packets: (i) forward (F ) and (ii) reverse (R) control
packets. The proposed scheme inherits all the other features of JET, e.g., the delayed
reservation technique and the separation of data and control channels. The basis of our
scheme is that the ingress router sends a F -control packet for requesting reservation. If
resources have been reserved the burst is transmitted; this is a trivial case. If resource
contention occurs at an intermediate core router, the F -control packet is either dropped
or modified on the basis of the above mentioned three parameters, and a R-control
packet is sent back to the ingress router. On receiving the R-control packet, a router
either releases the reserved resources or updates the reservation request as specified in
the R-control packet. In our scheme, a F -control packet is modified only once.

In the following subsections, we describe the F and R control packets and the
signaling protocol used.

3.1 Control Packets

F -Control Packet : When a burst arrives at an ingress router, it sends out a F -control
packet requesting for reservation. Resources are reserved using the delayed reservation
technique, analogous to the one discussed in [3]. The structure of the F -control packet
is shown in Fig. 2. It consists of the following fields:

– f -path is the explicit forward path that the F -control packet takes from the ingress
to the egress router. The burst follows this path from the ingress to egress router,

– r-path is the reverse path of the forward f -path. For example, if f -path is 1 → 4 →
7 → 9, then r-path is 9 → 7 → 4 → 1,

– t is the propagation delay from the ingress router to the current core router. When a
router receives the F -control packet, it updates the value of t to t+ tp,

f r t T w s d rid m− path − path p

Fig. 2. F-control packet

f t T w s d rid r− path

Fig. 3. R-control packet
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– W is the wavelength requested for reservation by the ingress router,
– s is the source/ingress router,
– d is the destination/egress router,
– If F -control packet is modified, the value of T indicates the time at which the

required resources are to be reserved by the current router (initially the value of T
is set to zero by the ingress router),

– Value of m equal to one indicates that the F -control packet has been modified
(initially the value of m is set to zero by the ingress router). An intermediate node
modifies the F -control packet by setting the value of m to one.

– rid is the request identity, and
– p indicates the priority of the request.

f r t T w s d rid m− path − path

f t T w s d rid r

F

R−

−  Control Packet 

Control Packet 

− path 

p

Fig. 4. Formation of a R-control packet from F -control packet

7    −−−>    5    −−−>    6    −−−>    3   −−−>   1   

3  −−−>  1

f−path of  R− Control Packet

r−path of F− Control Packet 

Fig. 5. Copying of a f -path to a r-path

When an intermediate core router receives theF -control packet, one of the following
three possible situations arises : (i) NC, (ii) CR or (iii) CNR. The action taken by the
core router depends on the value ofm in the F -control packet and one of the above three
situations. The intermediate core router updates the value of t in the F -control packet
to t+ tp. The actions taken by the core router for both values of m and for all the three
possible situations are discussed below.

Case I: When the value of m in the F -control packet is equal to zero. One of the
following happens:

1. NC : Required resources can be reserved at the core router and the F -control packet
is forwarded to the next node in the path.
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2. CR : This is a situation in which t ≤ Tp/2. The following actions are taken at the
router: (i) the time at which the required resources are available, is found, and the
resources are reserved from this time onwards, (ii) the value ofT inF -control packet
is set to this value, (iii) the value of m in the F -control packet is set to one, (iv) a
R-control packet is formed (formation of R-control packet is explained below) is
sent to the ingress router ’s’, and (v) the F -control packet is sent to the next node
in the path.

3. CNR: This is a situation in which t > Tp/2. The following actions are taken at the
core router: (i) a R-control packet is formed and sent to the ingress router ’s’, and
(ii) the F -control packet (reservation request) is dropped.

Case II: When the value of m in F -control packet is equal to one. One of the following
happens:

1. NC : Following actions are taken at the core router: (i) value of T in the F -control
packet is updated to T + tp, (ii) resources are reserved from the time, T and (iii) the
F -control packet is sent to the next node in the path.

2. CR : Following actions are taken at the core router: (i) value of T in the F -control
packet is updated to T + tp, (ii) if the required resources are available from the time
T onwards then (a) they are reserved from the time, T (b) the F -control packet is
sent to the next node in the path. else (a) a R-control packet is formed and sent to
the ingress router ’s’, and (b) the F -control packet is dropped.

3. CNR : The following actions are taken: (i)R-control packet is formed and the value
of r-field is set to one, (ii) R-control packet is sent to the ingress router ’s’, and (iii)
F -control packet is dropped.

R-Control Packet : A R-control packet is formed at an intermediate core router where
the resource conflict has occurred. The structure of a R-control packet is shown in Fig.
3. Each of the fields of a R-control packet is described below:

f -path is the explicit path that the R-control packet takes from the core router to
the ingress router ’s’. The semantics of the t, T , w, s, d and rid fields of the R-control
packet are identical to that of the F -control packet. A value of r equal to zero indicates
that resources are to be reserved from the time specified in field T , and a value equal
to one indicates the resources are to be released. A R-control packet is formed from the
F -control packet and the formation is explained below:

The r-path of the F -control packet is copied into the f -path of the R-control packet
and all the other fields of the F -control packet are copied to the corresponding fields of
theR-control packet (Fig. 4). Copying the r-path of the F -control packet into the f -path
of the R-control packet is illustrated in Fig. 5. In this illustration, we have assumed
a resource conflict occurred at core router 6. Remaining elements of the r-path of the
F -control packet excluding node 6 is copied into the f -path of theR-control packet. The
R-control packet follows this f -path to reach the ingress router 1 for whose reservation
request, the resource contention has occurred.

Processing of a R-Control Packet : On receiving a R-control packet, a node updates
the values of t and T in the control packet to t+ tp and T − tp, respectively. If the value
of t < Tp and the value of r is zero then the reserved resources for request number
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rid from the ingress router ’s’ to the egress router ’d’ are updated and reserved from
the time T onwards else resources are released. If the node is the ingress router ’s’,
the R-control packet is dropped after processing. If the value of t < Tp then R-control
packet is forwarded to the next node in the f -path else the R-control packet is dropped
at that node.

When a contention occurs at an intermediate core router the following rules are
applied to modify the F -control packet and to form a R-control packet:

Rule 1: An arriving request finds the required resources busy.
For an m value equal to zero and t ≤ Tp/2 do the following: modify the F -control

packet by setting the value of m field to one and the value of the T field to the time
at which required resources are available. Form R-control packet and set the value of
r-field to zero. For value of m equal to one or t > Tp/2 do the following: form a
R-control packet, set the value of r-field to one, and drop the F -control packet.

Rule 2: Two requests of different priorities arrive at a core router at the same time.
Reserve the resources for the high priority request and forward its F -control packet

to the next node in its path. For zero value ofm of the low priority request and t ≤ Tp/2
do the following: modify its F -control packet and form a R-control packet as stated in
Rule 1. For m value of low priority request equal to one or t > Tp/2 do the following:
form a R-control packet, set value of r-field to one, and drop the F -control packet.

Rule 3: Two requests of same priorities arrive at a core router at the same time.
The following actions are taken: (i) If their t-values are different, find the request

with maximal value of t, reserve the resources for this request and send its F -control
packet to the next node in its path. The other request is processed as stated in Rule 2 for
a low priority request. Here we admit the request which has the maximum propagation
delay from the ingress router so that the resources reserved will be efficiently utilized.
(ii) For the same values of t in both requests, find the request with maximal burst-size.
Reserve the resources for this request and forward its F -control packet to the next node
in its path. The other request is processed as stated in Rule 2 of low priority request. By
choosing the larger burst-size, we aim to reduce the loss rate of the bursts in the whole
network.

3.2 Signaling Protocol

1. On arrival of burst at the ingress router, send a F -control packet to the core router
on the path requesting for reservation of resources.

2. Process the F -control packet at each of the intermediate core routers. One of the
following action is taken depending on the status of the requested resource at the
core router.
(a) ForNC situation: Reserve the requested resource and send theF -control packet

to next router on path.
(b) For CR situation: Modify F -control packet and send to the next router on the

path after reserving the required resources. Form a R-control packet and send
to the ingress router.
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(c) For CNR situation: Drop the F -control packet. Form a R-control packet and
send to the ingress router.

3. Process R-control packet at each router.

4 Simulation Results

We simulate a burst-switching network consisting of edge routers (ingress and egress) and
core routers as shown in Fig. 1 through our own simulator written in C++ on linux plat-
form. The propagation delay, tp, between any two adjacent nodes in the burst-switching
network is assumed to be 1 ms. The processing time of each control packet at the router
is assumed to 0.25 ms. The maximum propagation delay, TP , between any two edge
routers calculated as mentioned in Section 2 is 5 ms. We assume the maximum prop-
agation delay to be the base-offset time of the burst-switching network. We take the
number of wavelengths available on each link in the range of 6 to 8. We assume there is
no wavelength conversion and there exist no optical buffers in the switches.

We consider bursty traffic in our simulation as the traffic in the Internet is reported
to be bursty in nature [14]. For this, we assume exponential inter-arrival of bursts, and
the burst size to be determined by an M/Pareto distribution. For simplicity and without
loss of generality, we consider two classes of traffic: class 0 (low priority) and class 1
(high priority). We generate high priority traffic with a probability of 0.4 and consider
the burst size of high priority traffic double the size of low priority traffic. We treat load
as the number of requests made by the edge routers. Traffic is generated at the edge
routers only.

We compare the simulation results of our scheme with that of Yoo and Qiao [8]. The
extra-offset time for high-priority traffic in [8] is taken to be 1 ms, we use the same
quanta of time in our simulation. In this paper, we include simulation results for burst
blocking probability as the performance metric for comparison. The other performance
metrics obtained by simulation will be presented during the conference.

First, we include the plots for overall blocking probability of bursts in Fig. 6. Number
of wavelengths available in each link is assumed to be six. It is evident from Fig. 6 that
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Fig. 7. The Blocking probability in the proposed scheme for different number of wavelengths

the blocking probability across the load in the proposed scheme is much lower than that
in their OBS scheme [8]. The lower blocking probability in our scheme is attributed to
the signaling mechanism that we adopt in resolving resource contention. This is already
discussed and illustrated by an example in the previous section.

We observe from the simulation results that the blocking probability of high and
low priority bursts in the proposed scheme is lower than those obtained in OBS [8].
This is due to the resource contention resolution technique that we adopt in our scheme.
This can be trivially shown by suitable examples taking different priorities. To study the
effect of number of wavelengths on the blocking probability, we varied the number of
wavelengths available on each link form six to eight. The wavelength selection strategy
that we adopted in our simulation for both OBS and the proposed scheme is to select the
available wavelength with lowest index. We plotted the overall blocking probability of
bursts by varying the number of wavelengths in Fig. 7 and 8 for the proposed scheme
and OBS, respectively. From Fig. 7, it is observed that the blocking probability in our
scheme decreases with increase in number of wavelengths while the blocking probability
for OBS remains the same as shown in Fig. 8. Since the request pattern remains the same
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in our simulation, the contention among the requests also remains the same.As a result the
increase in number of wavelengths in OBS [8] could not reduce the blocking probability.

This is an interesting phenomenon that we can reduce the blocking probability by
increasing the wavelengths in the proposed scheme though this is not the case with other
OBS schemes. Nonetheless, in other OBS schemes too, we may reduce the blocking
probability by adopting some other wavelength selection strategy at the ingress router.
We envisage that the proposed scheme will still outperform the other OBS schemes
employing any other wavelength selection mechanism.

From our simulation we, therefore, conclude that the proposed scheme, in general,
outperforms OBS [8] in reducing the blocking probability. As expected with increase
in wavelengths the blocking probability decreases in the proposed scheme, and thus,
the scheme scales well with the wavelengths. Additionally, in the proposed scheme, if
a request is blocked the reserved resources are partly released resulting in an efficient
resource utilization; this is not the case with other OBS schemes.

The above observations are made based on comparing our scheme with one of the
OBS schemes developed byYoo’s research group [8]. Main contribution in performance
improvement of the proposed scheme is due to the reason that our scheme too drops or
delays a burst under certain consideration, however, we always admit at least one of the
bursts in case of a contention. We expect to get a performance improvement in terms of
blocking probability over most of the other variants of OBS schemes, e.g., [10, 12, 13].

5 Conclusions

In this paper, we have proposed a scheme for QoS provisioning by reducing the block-
ing probability of the bursts in optical burst-switching networks. In our scheme, when
resource contention occurs the decision to drop or delay a burst is decided on the basis of
the following three parameters: Priority, propagation delay, and burst-size. The scheme
guarantees that at least one of the bursts succeeds when contention occurs and thus re-
duces the overall blocking probability. We compared the blocking probabilities of the
bursts in our scheme with another OBS scheme [8] by simulation. We found that our
scheme outperforms the other OBS scheme in terms of the blocking probability. With
increase in wavelengths on each link we found that the blocking probability decreases
while in other OBSs it remains the same. This is because the burst contention is not
resolved in other OBSs since there is no wavelength conversion in the burst-switching
networks that we have considered. In absence of wavelength conversion, other schemes
need an efficient wavelength selection strategy at the ingress router to reduce the blocking
probability.

Future work may extend this work to multiple classes of services, propose an efficient
wavelength selection strategy, study the delay experienced by the bursts at the ingress
router, and study the effect of the proposed strategy on end-to-end delay and jitter of
user applications.
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Abstract. Two Parallel algorithms for polynomial interpolation are presented 
on an N × N OTIS-Mesh. The algorithms are based on N-point Lagrange inter-
polation. The first algorithm is shown to run in 8√N − 6 electronic moves and 3 
OTIS moves. The second one has an improved time complexity of 6√N - 4 
electronics moves and 2 OTIS moves. The scalability of the algorithms is also  
discussed.  

1   Introduction 

An OTIS-Mesh [3], [4], [5] is a model of optoelectronic parallel computers which 
is gaining much interest among researchers. An N × N OTIS-Mesh is built around 
N groups. Each group is basically an  √N ×√N two-dimensional mesh. The diameter 
of this network is 4√N – 3. An OTIS-Mesh overcomes the drawbacks of a two-
dimensional mesh, for example, large diameter or low bisection width; but retains 
the benefits of the mesh. It can simulate an √N × √N × √N × √N four-dimensional 
mesh [6]. Many parallel algorithms for various computation including image proc-
essing [7], matrix multiplication [8], basic operations such as data sum, consecutive 
sum, concentrate [9], BPC permutation [10] have been successfully mapped on this 
model. 

Given a set of tabulated values y1, y2, …, yN of the function y = f(x) at some discrete 
points x1, x2, …, xN, the problem of polynomial interpolation is to find the value of  
the function at some intermediate point z, where x1 ≤  z  ≤ xN. Polynomial interpolation  
has many applications, such as, in cardiology, petroleum exploration, geological  
mapping etc. Several parallel algorithms for polynomial interpolation based on La-
grange formula have been reported in [11], [12], [13], [14],[15], [16], [2] in the recent 
years.  

In this paper, we propose two parallel algorithms for polynomial interpolation on 
an N × N  OTIS-Mesh. The algorithms are based on N-point Lagrange’s formula. The 
first algorithm requires 8√N − 6 electronic moves plus 3 OTIS moves. The second 
parallel algorithm has an improved time complexity of 6√N - 4 electronics moves 
plus 2 OTIS moves. 



P.K. Jana 374 

2   Topology of OTIS-Mesh 

In an N × N  OTIS-Mesh (shown in Fig. 1 for N = 4), N 2 processors are organized 
into N groups in which each group is basically an √N × √N two-dimensional mesh. 
Each group G is indexed by a pair (gx, gy) where gx and gy are row and column indices 
of the group assuming the layout of an √N ×√N  lattice. Then the processor placed in 
the px row and py column within the group G(gx, gy) is denoted by P(gx, gy, px, py) for 1 
≤ gx, gy, px, py ≤ √N. The links between the processors within a group are electronic 
and they will be called intragroup links. These links follow the two dimensional mesh 
topology, i.e., the processor P(gx, gy, px, py) is connected with the processor P(gx, gy, 

p′x, p′y) iff 1=′−+′− yyxx pppp  for 1 ≤ gx, gy, px, py, p′x, p′y ≤ √N.  The proces-

sors of different groups are interconnected by optical links according to OTIS rule, 
i.e., the processor P(gx, gy, px, py) is directly connected to the processor P(px, py, gx, gy). 
These links will be referred as interblock links. In Fig. 1, electronic links and optical 
links are shown by solid and dashed arrows respectively. While analyzing of our 
proposed algorithms, we count the data moves along the electronic links (i.e., elec-
tronic moves) and that on optical links (i.e., optical moves) separately. We assume 
that all these links are bi-directional. Each processor has some local registers depend-
ing on the need of a parallel algorithm. We use a special symbol ‘ * ’ for four coordi-
nates to denote the set of processors with all possible values. 

 

Fig. 1. 4 × 4 OTIS-Mesh 
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3   Proposed Algorithms 

Given a set of tabulated values {(xi, yi)}, i =1, 2,…N, where y = f(x), the N-point La-
grange formula [1] for polynomial interpolation is given by 
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Algorithm 1 

     /*Steps 1 through 7 store the data points row wise and column wise */ 
Step 1. For all i, k, 1 ≤ i, k ≤ √N do in parallel 

                     Input 
i)(kN

x +−1
 to A(i,1, k,1)  

      Input x to C(i, 1, k,1) 
Step 2. Broadcast locally the contents of A and C registers stored in step 1 to all   

processors along the same row of the group. 
Step 3.  For all j, l, 1 ≤ j, l ≤ √N do in parallel 

         Input 
j)(lN

x +−1
 to B(1, j,1, l)   

Step 4. Broadcast locally the contents of B register stored in step 3 to all processors 
along the same column of the group. 

Step 5.  Perform an OTIS move on A, B and C register contents stored in steps 2 and 4.  
Step 6. Broadcast locally the contents of A and C registers stored in step 5 to all   

processors along the same row of the group.  
Step 7.  Broadcast locally the contents of B registers to all processors stored in step 5 

along the same column of the group. 
Step 8.   For all i, j, k, l, 1 ≤  i, j, k, l ≤ √N do in parallel 

          If A(i, j, k, l) ≠  B(i, j, k, l) then 

         A(i, j, k, l) ← 
),) - B(,A(

),) - B(,C(

lkj,i,lkj,i,

lkj,i,lkj,i,
 

         Else A(i, j, k, l) ← 1                          
Step 9. Form the local product with the contents of the A registers along the same  

row of each group and store it in A(i,j,k,1),  1 ≤ i, j, k ≤ √N. 
Step 10. Perform an OTIS move on the contents of the A registers stored in step 9. 
Step 11. Form the local product with the contents of A registers stored in step 10 

along the same row of each group G(*, 1) and store it in A(i, 1, k, 1) , 1 ≤ i, k 
≤ √N. 

Step 12. For all i, k, 1 ≤  i, k ≤ √N  do in parallel. 

                     B(i,1,k,1) ← 
i)(kN

y +−1
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Step 13. For all i, k, 1 ≤  i, k ≤ √N do in parallel 
                     A(i,1,k,l) ← A(i,1,k,1) * B(i,1,k,1) 

Step 14. Form the local sum with the contents of the A(i, 1, k, 1), 1 ≤ i, k ≤ √N  along 
the same column of each group and store them in A(i, 1, 1, 1), 1 ≤ i ≤ √N. 

Step 15. Perform an OTIS move on the contents of A(i, 1 1,1),  1 ≤ i ≤ √N. 
Step 16. Form the final result by adding the contents of A(1, 1, k, 1) column wise  for 

1 ≤ k ≤ √N and store it in A(1, 1, 1, 1).                           

Time Complexity: Since one piece of data can be moved at a time along an elec-
tronic link, the contents of the registers A and C in step 2 can be broadcast in pipelin-
ing (i.e., the content of C register trails by that of A register). This requires √N elec-
tronic moves. Step 6 also requires √N electronic moves by similar pipelining. Each of 
the steps 4, 7, 9, 11, 14 and 16 requires √N − 1 electronic moves. Steps 5, 10, 15 each 
requires a single OTIS move. Therefore the above algorithm requires 8√N − 6 elec-
tronic moves and 3 OTIS moves. 

We now outline how the above algorithm can be modified when p2 (for p < n) 
processors will be available as follows. For the sake of simplicity, we assume that N = 
kp, where k is an integer. It can be noted that the algorithm first stores the input data 
points x1, x2, …, xN  row wise and column wise followed by sum of product computa-
tion. Now, suppose N input data points are grouped into k = N / p sets: {x1, x2, …, xp }, 
{xp+ 1, xp+ 2, …, x2p }, …, {x(k - 1) + 1, x(k - 1) + 2, …, xkp }. For a given input set to the p col-
umns, the rows are successively fed with possible input sets and each time the re-
quired product terms are formed. Then the input sets to the columns are successively 
changed to update the partially computed results and the same procedure is repeated 
until the final interpolated value is generated in processor P(1, 1, 1, 1). The time 
complexity of the modified algorithm will be O(k√N). 

Algorithm 2 

Step 1. For all i, j, 1 ≤  i, j ≤ √N do in parallel 

                   Input
j)(iN

x +−1
 to A(i, j,1,1)  

    Input
j)(iN

y +−1
 to D(i, j,1,1)  

    Input x to B(i, j,1,1)  
Step 2. On each group, broadcast locally the contents of A and B registers stored in 

step 1 to all processors of the corresponding group.  
Step 3.  For all i, j, k, l, 1 ≤  i, j, k, l ≤ √N do in parallel 

          C(i, j, k, l) ← A(i, j, k, l) 
Step 4. Perform an OTIS move on the contents of A registers of all groups.  
Step 5. For all i, j, k, l, 1 ≤  i, j, k, l ≤ √N do in parallel 

          If C(i, j, k, l) ≠  A(i, j, k, l) then 

   A(i, j, k, l) ← 
)) - A(C(

)) - A(B(

lk,j,i,lk,j,i,

lk,j,i,lk,j,i,
 

         Else A(i, j, k, l) ← 1                       
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Step 6. Form the local product with the contents of the A registers on each group and 
store it in A(i, j,1,1), 1 ≤ i, j ≤ √N. 

Step 7.  For all i, j = 1 to √N do in parallel 
                     A(i, j,1,1) ← A(i, j,1,1) * D(i, j,1,1) 

Step 8.  Perform an OTIS move on the contents of the A registers stored in step 7. 
Step 9. Add the contents of the A registers of the group G(1, 1) to form the final  
result.                                            

Time Complexity: Step 1 requires constant time. Step 2 can be performed by first 
sending the contents of the A and B registers initially of a group down column one of 
that group in pipeline fashion (i.e., the content of the B register trails the content of 
the A register by one column processor). This requires √N electronic moves. Next the 
contents of A and B registers are broadcast along rows in another √N electronic 
moves using a similar pipelining. Thus step 2 requires 2√N electronic moves. Further, 
each of the steps 6 and 9 requires 2(√N  - 1) electronics moves and steps 4 and 8 each 
requires a single OTIS move. Therefore, the above algorithm requires 6√N - 4 elec-
tronics moves plus 2 OTIS moves. 

4   Conclusion 

In this paper, we have presented two parallel algorithms for polynomial interpolation. 
The algorithms are based on N-point Lagrange interpolation which are mapped on an  
N × N  OTIS-Mesh. Our first algorithm (Algorithm 1) has been shown to run in 8√N 
− 6 electronic moves and 3 OTIS moves. The second algorithm (Algorithm 2) has an 
improvement over Algorithm 1 that runs with 6√N - 4 electronics moves and 2 OTIS 
moves. We have also shown how the algorithms can be modified when p2  (p < n) 
processors will be available. 
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Abstract. A new network topology, called the 3D Multi-Mesh (3D MM) is 
presented here which is an extension of the Multi-Mesh architecture [2].  This 
network consists of three-dimensional meshes (termed as 3D blocks), each hav-
ing n3 processors, interconnected in a suitable manner so that the resulting to-
pology is 6-regular with  processors and a diameter of only 3n. It is expected 
that this architecture will enable more efficient algorithm mapping compared to 
existing architectures. 

1   Introduction 

The interconnection network defines the connections between different processors in 
a multi-processor system [4]. The architecture of the interconnection network has a 
crucial role in the performance of the multiprocessor system - both in terms of the 
speed of communication and the time to run an application. Two-dimensional mesh 
[4], [6], [7] is one of the most popular architectures due to its inherent simplicity and 
ease of algorithm mapping. In a two-dimensional (2D) mesh, nodes are arranged in a 
grid pattern [8]. Except for the boundary processors, all other processors are  
connected to their respective neighbors to the left, right, above and below through bi-
directional links [8]. Mesh networks represent a good compromise among the  
contradictory requirements of static network parameters and are easy to implement 
and extend. Variations of the mesh topology are possible, depending on whether there 
is any wrap-around or diagonal interconnections among the nodes, e.g., torus, Illiac 
IV [4], [7], multi-dimensional mesh [7]. Efficient mapping of many fundamental and 
most frequently used algorithms on variations of the mesh structure have been re-
ported [2], [3], [4], [7].  

The multi-mesh topology proposed in [2] uses the 2D mesh of processors with, 
say n n×  processors, as its basic building block. The multi-mesh uses n2 2D meshes. 
The multi-mesh has the advantage that, with the same number of processors and the 
same number of links, as in the case of other mesh-based architectures, it has a much 
lower diameter [2].  Many important algorithms can be mapped to the multi-mesh in 
an efficient manner [2], [3].  
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In this paper we have extended the idea of the multi-mesh to define a new topol-
ogy called the 3-dimensional multi-mesh (henceforth called the 3D MM). The basic 
building block of the proposed 3D MM is a three dimensional mesh of processors 
with, say n n n× ×  processors, which we will call a 3D block. We may visualize a 3D 

block of processors as consisting of n planes of   two-dimensional meshes of proces-
sors.  A 3D block with n = 3 is shown in Figure 1. The 3D MM consists of n3 such 3D 
blocks arranged in a three-dimensional array, so that the resulting topology is 6-
regular with N = n6 processors, interconnected in a suitable manner. We will call such 
a network a 3D MM of order n.    Figure 2 shows a 3D MM network of order 3.  

 

           Fig. 1. A 3D building block                                              Fig. 2.  A 3D MM network 

2   The 3D Multi-mesh Topology  

The basic building block of the 3D Multi-mesh network is a three dimensional mesh 
in which processors are arranged along three orthogonal dimensions, say x, y and z, 
so that a processor P(x, y, z) is connected to six other neighboring processors at 
P(x+1, y, z), P(x-1, y, z), P(x, y+1, y, z), P(x, y-1, z), P(x, y, z+1) and P(x, y, z-1), 
when they exist, for all x, y and z, 1  x, y, z  n. A 3D block has 
( ) ( ) ( )n n n− × − × −2 2 2  processors, each having 6 intra-block links i.e., to other 

processors inside the same block.  Each remaining processor lies on the six faces1 of 
the cube and has 3, 4 or 5 intra-block links, depending on the position of the proces-
sor in the block. We now consider n3 such 3D blocks, which we arrange along the 
three orthogonal dimensions (Figure 2). We designate with the symbols α, ß and  
respectively (to make them distinct from x, y and z) the coordinate values of a 3D 
block along the three orthogonal dimensions.  Thus, we now have a total of n6 proces-
sors where each processor can be uniquely identified by the six coordinate values α, 
ß, , x, y, z which we will denote by P(α, ß, , x, y, z). We will characterize any par-
ticular 3D block by a given set of values for α, ß and γ coordinates and we will de-
note a block by B (α, ß, γ). We connect all the processors on the six faces of each 3D 
block to the processors on the faces of other 3D blocks by one or more inter-block 
links so that each processor eventually has exactly six links to other processors (either 
in the same 3D block or in other 3D block(s)). The rules for inter-block connections 
are given below:  

                                                           
1 A face of a cube represents the first or the last plane of 3D mesh. A processor P(x, y, z) on the 

face of a cube have the value of 1 or n for at least one of the coordinates x, y or z. 
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Inter-block Rule 1 (Links from y = 1 and y = n planes): The processor P (α, β, γ, x, 
1, z) is connected to the processor P (α, x, γ, β, n, z) by a symmetric link for all α, 
γ,  z where 1  α, β, γ,  x,  z  n. We denote this by ∀α, γ,  z, P (α, β, γ, x, 1, z) ↔ P 
(α, x, γ, β, n, z). Such links allow us to interchange only the values of β and x and we 
will refer to these links using the notation ∀α, γ,  z (β ↔ x). We note that the value of 
z is not changed for the processors connected by these links.  

Inter-block Rule 2 (Links from x = 1 and x = n planes): The processor, P (α, β, γ, 1, 
y, z) is connected to the processor P (z, β, γ, n, y, α) by a symmetric link for all ∀β, 
γ,  y where 1  α, β, γ,  y, z  n . We denote this by ∀β, γ,  y, P (α, β, γ, 1, y, z) ↔   P 
(z, β, γ, n, y, α). Such links allow us to interchange only the α and z values and we 
will refer to these links using the notation ∀β, γ,  y (α ↔ z). We note that the value of 
y is not changed for the processors connected by these links. 

Inter-block Rule 3 (Links from z = 1 and z = n planes): The processor P (α, β, γ, x, 
y, 1) is connected to the processor P (α, β, y, x, γ, n) by a symmetric link for all α, 
β,  x where 1  α, β, γ,  x, y  n. We denote this by ∀α, β,  x, P (α, β, γ, x, y, 1) ↔    P 
(α, β, y, x, γ, n). Such links allow us to interchange only the γ and y values and we 
will refer to these links using the notation ∀α, β,  x (γ ↔ y). We note that the value 
of x is not changed for the processors connected by these links. 

 

Fig. 3.  A 3D MM with n = 2 

From the above rules, we note the following important fact. Starting from a given 
3D block, identified by coordinates ( 1, 1, 1), we can always find a suitable proc-
essor on one of its surfaces, from which we can reach, using only one inter-block 
link, any other 3D block, identified by ( 2, 2, 2), provided exactly 2 of the coordi-
nates of ( 1, 1, 1) are identical to the corresponding coordinates of ( 2, 2, 2). A 
3D MM with n = 2 is shown in Figure 3 where all the inter-block links for the proces-
sors of block B( 1, 1, 1) are shown. Using the inter-block connection rules, we get 
a network where each processor is connected to exactly 6 other processors. The con-
nections are somewhat complicated; to simplify the situation, in Figure 4, we are 
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showing only the blocks having  = 1 and  = 1 of a 3D MM of order 3. We show 
only the inter-block connections along the y-axis for the processors having z = 1. 

 

Fig. 4. Interconnections along the y-coordinate for some processors 

3   Topological Properties of the 3D MM 

The diameter and the connectivity are very important metrics for any interconnection 
network.  An interconnection network with a higher connectivity is preferable since it 
implies better fault tolerance and higher capability for load balancing.  

Theorem 12: The diameter of this network is equal to 3n. 

The diameter of the 3D MM is only O( 6/1N ) in contrast to O( 3/1N ) on a 3-
dimensional torus with the same node degree of 6. We note that the Multi-Mesh has a 

diameter of O( 4/1N ) with a node degree of 4 that was shown to be attractive with 
respect to other topologies [2], [4],[5]. Table 1 shows a comparison between the di-
ameter of a hypercube, Multi-Mesh and 3D MM network for different total number of 
nodes (N). Thus, for N = 4096, the diameter of both the 3D MM network and the 
binary hypercube is equal to 12, but the node degree of the corresponding hypercube 
is 12, while that of the 3D MM network is only 6. In other words, the diameter for 
networks with 4096 processors is less and the node degree is constant. 

Table 1. Diameters of the hypercube, the Multi-Mesh and the 3D MM 

Hypercube Multi-Mesh 3D MM # of 
nodes Node 

degree 
Dia-
meter 

Node 
degree 

Dia-
meter 

Node 
degree 

Dia-
meter 

64 6 6 4 6 6 6 
4096 12 12 4 16 6 12 
256K 18 18 4 44 6 24 
16M 24 24 4 126 6 48 

Theorem 2: The connectivity of a 3D MM network is 6. 

                                                           
2 Proofs of all theorems are omitted due to lack of space. 
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4   Message Routing in the 3D Multi-mesh 

The routing algorithm determines the path from source S = P(α1, β1, γ1, x1, y1, z1) 
to destination D = P(α2, β2, γ2, x2, y2, z2), 1  α1, β1, γ1, x1, y1, z1, α2, β2, γ2, x2, 
y2, z2  n for point to point communication. The length of the path in the worst pos-
sible situation determines the performance of a routing algorithm. The 3D block cor-
responding to S (D) is B (α1, β1, γ1)  (respectively B (α2, β2, γ2)).  We will use the 
term boundary processor to denote a processor P (α, β, γ, x, y, z) such that exactly 
two of the coordinates x, y, z are either 1 or n.  We have shown that, for a suitable 
choice of the exit point from the source block, we can choose a corresponding entry 
point for the destination block to define a path PT1. Keeping in mind the choices for 
the entry/exit points for PT1, we chose another set of entry/exit points to define a path 
PT2 so that one of these paths must be of length less than or equal to 3n. The idea 
used in this algorithm is similar to that used in [2]. Due to lack of space, details of the 
algorithm are omitted. 

5   Summation/Average/Minimum/Maximum in the 3D Multi-mesh 

We may use the 3D MM to compute the sum of up to n6 data values stored in the n6 

processors of a 3D MM of order n. The same idea may be used to compute the aver-
age, maximum or minimum of up to n6 data values. The scheme we use is similar to 
that used in [2] for the multi-mesh. We assume that each processor has three registers 
X, Y and Z for data communication in the three axes and will use X(α, β, γ, x, y, z) 
(Y(α, β, γ, x, y, z) and Z(α, β, γ, x, y, z)) to denote the X(respectively Y and Z) regis-
ter in processor P(α, β, γ, x, y, z). The data is initially in register Z of all n6 processors 
in the 3D MM. The main idea of the algorithm, is to i) compute, in parallel, the sum 
of all numbers in each 3D block, ii) communicate the partial sums to blocks B(α, 
β, 1), 1  α, β  n, iii) compute the sum of the partial sum of all numbers in B(α, β, 
1), 1  α, β  n and communicate the partial sums to blocks B(α, 1, 1), 1  α  n, iv) 
compute the sum of the partial sum of all numbers in B(α, 1, 1), 1  γ  n and v) 
communicate the result to block B(1, 1, 1). Details are omitted due to lack of space. 

6   Conclusions 

In this paper we have presented a new architecture for interconnection networks. We 
have established that it has attractive diameter and constant node degree. Due to lack 
of space, we have not presented how the inter-block links may be realized using 
WDM wavelength routing technology and how such links may use schemes for fault 
tolerance. We are investigating a number of other algorithms on this architecture and 
will report our progress in the near future.  
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Adaptive Fault Tolerant Routing in Star Graph
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Abstract. In this paper a fault tolerant routing algorithm on star graph
is proposed. Each node in an n-star is associated with a fault-vector
of d = � 3(n−1)

2 � bits, which is an approximate measure of the number
and distribution of faults in the neighborhood. The routing algorithm
based on the fault-vector finds the shortest path between any source-
destination pair in presence of large number of faulty nodes or links.
Simulation results show that the % of cases where the algorithm fails to
find a shortest path even when a shortest path exists, is as low as 2.7
with 140 node or link faults in a 7-star.

1 Introduction

In [1] the star graph was proposed as an attractive alternative to the n-cube,
because of its many desirable features like node symmetry, edge symmetry, hi-
erarchical structure, and sub-logarithmic diameter. The properties of star-graph
is well studied in literature, [2], [3].

The inter-processor communication problem in star graph has drawn consid-
erable interest among the researchers [2]. In [2], an easy algorithm for routing for
point to point communication in star graphs has been developed. The diameter
of the n-star graph is also shown to be equal to $ 3(n−1)

2 %.
A lot of research has been carried out on the fault tolerant properties and

fault tolerant routing on star graphs. In [4], a distributed routing algorithm is
presented. Because the algorithm uses backtracking technique the path length
may be more than the shortest path. In an n-star graph, if the number of faults
is at most n−2, the path length is increased by at most 2i+2, where i is O(

√
n).

Also, an efficient broadcasting algorithm on the faulty star graphs is presented.
In this paper, we have presented a routing algorithm which does not involve

backtracking. The backtracking algorithm incurs some penalty on the length of
the path. Even with the number of faults ≤ n− 2 in an n-star, the penalty can
be as large as 12 in a 10-star.

In [5] a fault tolerant routing algorithm based on node-disjoint paths has
been proposed. There, if the total number of faulty nodes at any given time is
less than n − 1 in an n-star, the messages are routed on a path of length d + e
where d is the minimum distance between the source and destination and e is
0, 2 or 4. We have introduced a concept of fault-vector which is similar to the
safety vector in Hypercube [6]. Like [6] our algorithm does not succeed all the
time but the simulation results show that the probability of failure is very low
even with large number of faults.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 385–390, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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The organization of the paper is as follows. Section 2 describes some basic
properties of star graph relevant to our routing algorithm. Section 3 introduces
the fault vector and presents the fault tolerant routing algorithm. Section 4
presents some experimental results and Section 5 concludes the paper.

2 Preliminaries and Basic Properties

Definition 1. The n-star graph is the Cayley graph on the group G consisting
of all permutations on n symbols, and the set of generators g defined as follows.
The set g consists of n− 1 generators {g2, g3, · · · , gn} where gi switches the ith
symbol with the first and leaves the remaining symbols in their original positions.

2.1 Properties of Shortest Path

In this paper we focus on the communication problem which is called unicast-
ing, i.e, sending a message from a particular source to a particular destination.
The path from a node s to another node t can be identified as a sequence of
generators g2, g3, . . . gn. For example in a 4-star, the path from 1234 to 4321 can
be represented by the sequence g4g2g3g2.

Any path from a node u to another node v can be represented by a generator
sequence S = gi1gi2 . . . gim, gij ∈ {g2, g3, . . . gn}. In such case we write S(u) = v.

Definition 2. Two paths S1 and S2 are equivalent if S1(u) = S2(u).

The following lemmas are taken from [3] with a little modification.

Lemma 1. Let S = gi1gi2 . . . gingi1, where gi1, gi2, . . . gin are all distinct.
Then S is equivalent to a set of n− 1 node disjoint paths listed as follows :

gi2gi3 . . . gingi1gi2

gi3gi4 . . . gi1gi2gi3

...

gingi1 . . . gin−1gin

Such a path is denoted by C(gi1gi2 . . . gin) and is called a path of type C.

Definition 3. Let S = gi1gi2 . . . gin where all gij are distinct. Such a path is
called a path of type O.

Let X(S) denote the set of generators any of which can be the first generator
in the shortest path from u to S(u).

Any path between two nodes u and v can be written as S = AC1C2 . . . Ck,
where A is a path of type O and Ci, 1 ≤ i ≤ k are paths of type C. Paths of
either type can be absent in S.

Lemma 2. [3] If S = AC1C2 . . . Ck then X(S) = ∪k
i=1X(Ci) ∪X(A).

Definition 4. The neighbor of u along generator gi is denoted by ui.

Let S give a shortest path from u to S(u) and gi ∈ X(S). Then the shortest
path from ui to S(u) is denoted by S − gi.
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3 Fault Tolerant Routing

For a node u we define a fault-vector which is similar to the idea of safety vector
in Hypercube [6]. The fault-vector for a node u is a d length vector (u1, u2, . . . ud),
where d = $ 3(n−1)

2 % for an n-star.

Definition 5. The function f(k), where k is an integer, is defined as follows :

f(k) =
{

2k
3 , if k mod 3 = 0

2$k
3 % + 1, otherwise

The fault-vector is defined recursively as follows : If a node u is faulty then
its fault-vector is (0, 0, · · · 0). If node u is an end node of a faulty link, the other
end node will be considered as having a fault-vector of (0, 0, · · · 0) by node u.

For a non-faulty node u,

u1 =
{

0, if u is an end-node of a faulty link
1, otherwise

for k = 2, 3 · · · d,
uk =

{
0, if

∑
i u

i
k−1 < n− f(k)

1, otherwise

The heuristic for fault tolerant routing (named as FTR) takes help of the
fault-vector which is computed at every node after $ 3(n−1)

2 % − 1 rounds of com-
munication among nodes of the n-star.

Routing Algorithm for the Source Node
Algorithm FTR(u, v, m) /* u: source, v : destination, m : message */
Step 1:Get the generator sequence S such that S(u) = v.

k ← |S|
Step 2:Get X(S)
Step 3:If (|X(S)| = 1) /* Unique path */

Let X(S) = {gi}.
If ui is fault-free and the link (u, ui) is fault-free

send (m, S − gi, v) to ui; return;
else return(”no shortest path”);

Step 4:If (|X(S)| > 1) /* Not a unique path */
if there exists gi ∈ X(S) such that ui

k−1 = 1
send (m, S − gi, v) to ui; return;

Step 5:If there exists gi ∈ X(S) such that ui
k = 1

send (m, S − gi, v) to ui; return;
Step 6:/* routing using fault vector fails */

If there exists gi ∈ X(S) such that
ui is fault-free and the link (u, ui) is fault-free

send (m, S − gi, v) to ui; return;
else return(”no shortest path found ”);

The above algorithm is for routing from the source node. For intermediate
nodes the algorithm is almost the same except that intermediate nodes won’t
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have to compute the generator sequence S, as it will receive it along with the
message.

4 Experimental Results

We simulated our fault tolerant routing algorithm on 6-star and 7-star (the
algorithm is applicable to star-graph of any size though) with number of faults
ranging from 10 to 140.

For a fixed number of faults we have taken a random fault distribution and
the routing algorithm is applied for different source destination pairs. For a given
fault distribution we have taken 100,000 source destination pairs randomly and
noted the % of cases where the routing algorithm is able to find the shortest
path. We compare this value with the optimum value (% of cases where the
shortest path exists). Finally, we found the average value over 25 different fault
distributions with same number of node-faults or link-faults. The experimental
results are shown in Table 1 to 6. The second column in each table corresponds to
the case where shortest paths are found using fault-vector. Percentage of optimal

Table 1. In a 6-star and in an 8-cube, when all faults are node faults

6-star 8 -cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 97.25 98.13 6 99.99 99.99 99.99
20 94.60 96.29 10 99.97 99.97 99.98
30 91.91 94.48 20 99.03 99.03 99.91
40 89.21 92.75 30 90.74 90.74 99.77

Table 2. In a 6-star and in an 8-cube, when half the faults are node faults

6-star 8 -cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 97.96 98.59 6 99.97 99.98 99.99
20 95.88 97.16 10 99.82 99.95 99.98
30 93.66 95.74 20 95.81 99.70 99.93
40 91.49 94.43 30 72.49 98.45 99.85

Table 3. In a 6-star and in an 8-cube, when all faults are link faults

6-star 8 -cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 98.62 99.02 6 99.90 99.96 99.98
20 97.20 98.03 10 99.50 99.91 99.97
30 95.63 97.05 20 88.30 99.70 99.92
40 94.04 96.10 30 52.79 99.35 99.87
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Table 4. In a 7-star and in a 10-cube, when all faults are node faults

7-star 10 -cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 99.50 99.69 8 99.99 99.99 99.99
30 98.53 99.07 30 99.98 99.98 99.99
50 97.58 98.46 50 99.55 99.55 99.99
70 96.64 97.85 60 98.22 98.22 99.99
90 95.67 97.23 70 93.83 93.83 99.97
120 94.16 96.33
140 93.09 95.76

Table 5. In a 7-star and in a 10-cube, when all the faults are link faults

7-star 10 -cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 99.79 99.87 8 99.99 99.99 99.99
30 99.41 99.61 30 99.62 99.98 99.99
50 99.02 99.36 50 86.01 99.95 99.99
70 98.61 99.10 60 63.41 99.93 99.99
90 98.16 98.86 70 42.67 99.91 99.98
120 97.44 98.48
140 96.96 98.23

Table 6. In a 7-star and a 10-cube, when half the faults are link faults

7-star 10-cube
#of faults Fault Vec. Optimum # of faults Safety Vec. Ext. Safety Vec. Optimum

10 99.65 99.79 8 99.99 99.99 99.99
30 98.97 99.34 30 99.98 99.98 99.99
50 98.29 98.91 50 96.91 99.94 99.99
70 97.60 98.47 60 88.34 99.88 99.99
90 96.87 98.04 70 71.86 99.74 99.98
120 95.72 97.41
140 94.89 96.99

routing is also reported (in the third column). In the absence of similar results on
star graph we have put for comparison the simulation results in Hypercube using
safety vector and extended safety vector [7]. The columns 5,6 and 7 correspond to
the success percentages using safety vector, extended safety vector and optimal
routing in hypercubes respectively.

From the tables it seems that the performance of routing using safety vector
in Hypercube is superior than that of our proposed algorithm in star graph.
For example, the success percentage of routing using extended safety vector is
90.74 with 30 node faults in an 8-cube, where as the corresponding value of our
proposed algorithm is 89.21 with 40 node faults in a 6-star. But if we look at the
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differences with the corresponding optimum percentages, the performance of the
proposed algorithm in the presence of node faults only is quite acceptable. When
half or all the faults are link faults the performance of the routing algorithm in
Star is better than that of routing algorithm using safety vector but worse than
the routing algorithm using extended safety vector. Even then the difference
between the values corresponding to the proposed algorithm and optimum is
maximum 3.54 and 2.69 in 6 and 7-star respectively. Also, it should be noted that
the percentage of cases where shortest path exists is more than 99 in Hypercube
even with large number of faults and the corresponding figures in Star graph are
considerably lower.

5 Conclusion

A fault-tolerant algorithm for routing in faulty star graph has been presented
in this paper. First, each node computes its fault-vector after O(n) rounds of
information exchanges and then the routing algorithm uses these fault-vectors as
navigation tool. The algorithm does not involve back-tracking and can tolerate
large number of node as well as link faults. Also, the algorithm routes by the
shortest path only and as such there are no penalty hops like in [4]. The % of
cases where the routing algorithm fails but a shortest path exists are maximum
3.5 in a 6-star with 40 node faults and 2.7 in a 7-star with 140 node faults.

A we can see that moving from safety vector to extended safety vector leads
to considerable improvement in performance at the cost of extra computation.
Similar improvements can be tried on the fault vector of star graph. This paper
concentrates on the shortest path. A natural extension of this work could be to
find a sub-optimal path when no shortest path is found by the algorithm FTR.
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Abstract. The problem of wavelength routing and assignment (WRA) to ligh-
paths in a multi-hop wavelength division multiplexed (WDM) optical network 
has been addressed in this paper. The wavelength assignment problem has been 
solved by mapping it to a heuristic based clique partitioning problem. For rout-
ing a connection, K-shortest paths are found out and a path having minimum 
link interference with other paths in the network is assigned. Physical hop (PH) 
balancing has also been done to balance physical hops and load. The efficacy of 
the algorithm has been tested on several networks for various lightpath de-
mands through extensive simulation. The wavelength assignment and timing 
efficiencies are studied and compared with the existing best-known wavelength 
assignment algorithms.  It has been observed that, for a wide range of light-path 
requests, the proposed algorithm performs favorably when compared with the 
existing ones.   

1   Introduction 

The enormous bandwidth of optical fiber medium has the potential to provide the 
bandwidth requirement of present-day emerging applications. It has also been estab-
lished that WDM is the most viable technology that overcomes the opto-electronic 
bandwidth mismatch between the end-users electronic rate and the huge bandwidth of 
the optical fiber [1]. The WDM technology allows a number of non-overlapping 
wavelength bands, each providing a separate communication channel, to coexist on a 
single fiber. A WDM optical fiber network comprises optical wavelength 
switches/routers interconnected by point-to-point fiber links. End-users may commu-
nicate with each other through all-optical (WDM) channels known as lightpaths, 
which may span over more than one fiber links.  However, the number of  
wavelengths available is limited by the technology. This has opened up the classical 
problem of wavelength routing and assignment (WRA) – Given a constraint on the 
number of wavelengths, establish a required set of lightpaths for a given network, set 
up the routes for these lightpaths and assign wavelengths such that maximum number 
of lightpaths are established [3]. The problem of establishing lightpaths, with the 
objective of minimization of the number of wavelengths needed, minimization of the 
lighpath blocking probability, for a fixed number of wavelengths, is also known as 
the lightpath establishment problem (LEP). LEP is of two types - one is static LEP 
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(SLEP), where a set of lightpaths and their wavelengths are identified in advance and 
the other one is dynamic LEP (DLEP), where lightpath management is on demand, 
i.e., they are established and terminated on the fly. SLEP can be formulated as a 
mixed-integer linear program, which is NP-complete [2], [3]. In order to make the 
problem more tractable, SLEP is normally partitioned into two sub-problems: routing, 
and wavelength assignment. Each sub-problem can be solved separately. On the other 
hand, the dynamic version considers random connection arrival time and departure 
times and assigns wavelengths on a per-connection basis. Among the various formu-
lations, iterative approach by Zhang and Acompara [2], longest lightpath-first by 
Chlamtac et al. [6], TILDA (traffic Independent LDA), and RLDA (Random LDA) 
proposed by Ramaswami and Sivarajan [5], Simulated annealing by Mukherjee [4], 
and genetic algorithm approach of Saha et. al. [7] are worth mentioning. The focus of 
the works reported in [2], [4], [5], [6] and [11] is mainly on SLEP, whereas DLEP has 
been considered in [7], [8], [9] and [10].  

Like the previous works, we have also considered RWA as two separate problems 
in this paper. The wavelength assignment problem is formulated as clique-
partitioning problem and used heuristic to partition the graph. For routing, Dijkstra’s 
shortest-path algorithm is used. As wavelength assignment efficiency depends on 
routing, we have utilized this dependency to avoid likely collision of paths while 
routing. We obtained K-shortest paths and assigned a path, which has minimum link 
interference with other paths in the network. We also ensured balance of physical 
hops and load on a path by PH balancing. We have compared wavelength assignment 
pattern and blocking probability with that of Zhang and Acompara [2] algorithm, 
subsequently referred to as Z-A algorithm.  

The paper is organized as follows. The wavelength assignment problem modeled 
as clique partitioning problem is presented in section 2. Routing and wavelength 
assignment dependency and PH-balancing, which is an improvement of the basic 
algorithm is discussed in section 3. Section 4 presents simulation results for the pa-
rameter called blocking probability. Section 5 concludes the paper. 

2   Clique-Partitioning 

As we have mentioned above Dijkstra’s algorithm is used for the routing connections. 
So, the shortest path is used to set up a connection from node i to node j, for all node 
pairs of i, j,  …,  N. Once the routes for the connections are fixed, we need to assign 
wavelength to each of these connections optimally. For this purpose we have modeled 
it to the clique-partitioning problem. Each connection request from node i to node j 
has been represented as a node. So, the number of nodes in a graph is equal to number 
of connection requests. An edge is assigned between two nodes if they do not share a 
common link between them. This graph is called as compatibility graph. For the net-
work topology shown in Fig. 1, the compatibility graph is given in Fig. 2. If two 
nodes are connected in the compatibility graph, we can assign same wavelength to 
these two connections, represented by these nodes in the network. In the same manner 
for three nodes, if all three are connected with each other, same wavelength can be 
assigned to the links corresponding to these nodes. This is basically a complete graph,  
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Fig. 1. Physical Topology and Connection   Fig. 2. Compatibility Graph for                   
Requests                   Physical Topology in Figure 1 

where each node is connected to all other nodes. This is known as a clique in graph 
theory. As each clique represents the group of nodes for which same wavelength can 
be assigned, number of cliques in a graph represents the total number of wavelengths 
required for the network. So, we would like to partition the graph in such a way that it 
forms minimum number of cliques. As this is a NP-complete problem, we used heu-
ristic based algorithm to find near optimal solution.  

2.1   Clique Partitioning Heuristic 

In each iteration of the algorithm, a pair of nodes is picked up from the graph, and 
they are merged. The merged node is given a priority. A node with highest degree is 
selected as a first node of the pair, if no node has a priority; otherwise a node with a 
priority is selected. The degree of a node is indicative of the probability that the node 
will be in the largest possible clique of the graph. If multiple nodes with the highest 
degree exist, the node that has maximum sum of its neighbors is selected. Nodes x 
and y are then merged into z, and z is given a priority. Merging of two nodes x and y 
is done as follows. A node w is compatible with the merged node z, if w is compatible 
with both x and y. Once two nodes are merged, the algorithm starts a new iteration. 
During selection of y, if Y = 0, i.e. x is not compatible with any node, then it is 
removed from the graph, and the algorithm enters a new iteration. x represents a 
clique in the original graph. The algorithm terminates when the graph is left with no 
node. 

2.2 Results 

The algorithm has been tested in a simulated environment with the standard network 
topologies such as 24 node NSFNET using predicted traffic metrics and found that in 
most of the cases our algorithm performs similar to form a virtual topology. Graph in 
the Fig. 3 shows the wavelength assignment pattern of our algorithm compared to that 
of Z-A algorithm for the traffic metrics predicted for the year 2003 [2]. From the  
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graph we can observe that initially our algorithm outperforms the other one, but it 
gradually ends up with taking the same number of wavelengths as that of Z-A algo-
rithm. Towards the end it can assign wavelength to fewer connections as compared to 
initial part. 

3 Routing and Wavelength Assignment Dependency 

Although routing and wavelength assignments are commonly tackled separately, in 
practice they are interrelated. While working with examples we observed that most of 
the traffic are distributed around the edges. So, some of the resources are heavily 
loaded, while most of others remain unutilized. We have tried to add a dynamic pa-
rameter, which can take care of the number of wavelengths used on links. Hence, 
came the idea of load distribution among the links. To implement this, we found out 
K-shortest paths for each connection request. For routing a connection, we assign a 
path to the connection, which has minimum load out of these K-shortest paths. The 
maximum load of a link on a path is defined as the load on the path. Load on the link 
is the number of times it is used in the connections, which is actually the count of 
number of wavelengths used on this link. After exhaustive simulations on known net-
works and traffic, and also on known networks and random traffic we found that our 
algorithm saves 14 -34% wavelengths. The results are also comparable to the recently 
reported results by Mandal and Saha [11]. Wavelength assignment pattern based on 
our algorithm is shown in Fig. 4.  
 

 

Fig. 3. Wavelengths VS Number of Connec- Fig. 4. Wavelengths  VS Number  of Connections 
tions for Clique-Partitioning Algorithm          using K-shortest paths  

  

Fig. 5. Wavelengths VS Number of Connec- Fig. 6.  Wavelengths VS Number  of Connections 
tions with PH balancing for Random traffic matrix 
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3.1   PH Balancing 

Due to the use of non-optimal paths for the connections, the number of physical hops 
is likely to increase. Since it increases equipment cost, we must keep a check on this 
important parameter. With minor modification in our algorithm we can achieve the 
Load-Hop balancing, which has been referred to as PH balancing. First we assign 
shortest path to as many connections as possible, and if shortest path increases load 
considerably, non-optimal paths are assigned. We have observed that this leads to a 
saving of 10-15 physical hops compared to our earlier algorithm. Figure 5 shows the 
wavelength assignment pattern of this updated algorithm. Simulation results on a large 
set of data have established that it not only decreases the number of physical hops, but 
it also saves wavelengths. Since it takes lesser physical hops, the interference of links 
decreases automatically and that results into saving of wavelengths. This could be the 
possible explanation of the simulation results.  

3.2  Random Traffic Metrics 

To compare the performance of our algorithm for a wide range of data set we gener-
ated random traffic metrics. We found out that the performance of the algorithm is 
consistent even for such heterogeneous dense traffic demands. The experimental re-
sults with random traffic pattern are shown in Fig. 6. 

4 Blocking Probability 

Since we used clique partitioning for wavelength assignment, it cannot account for 
quality factor of traffic, it considers each lightpath equally important. So in order to 
test the quality of the lightpaths set up by our algorithm, we have used blocking prob-
ability as a performance metric. Requests for connection from node i to node j are 
generated considering the probability of a connection request in traffic demand matrix 
tij. Since our algorithm sets up more connections compared to Z-A algorithm with the 
same number of wavelengths, for a network with enough number of wavelengths it 
performs better in terms of blocking probability as shown in Fig. 7.  

 

Fig. 7. Wavelengths VS Blocking Probability 
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5 Conclusion 

An efficient algorithm for wavelength assignment in WDM networks has been pro-
posed in this paper. The simulation results are very encouraging in terms of number 
of wavelengths taken and blocking probability. PH balancing is another important 
observation for the improvement of our results. By balancing between physical hops 
on a path and load on the path we ensure that the algorithm do not take more wave-
lengths by decreasing the actual physical hops taken. It leads not only to decrease in 
the number of physical hops, but also improves the performance of the algorithm in 
terms of the number of wavelengths.  
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Abstract. Although the high-end mobile applications, such as virtual 
organization (VO) and client-server applications of Singapore Software Support 
(SES), are becoming a reality, however, the general-purpose operating systems 
are not completely capable to handle the challenges of mobile computing 
paradigm. One of the main challenges of mobile computing system is the 
resource constraint of mobile devices. The mobile distributed virtual memory 
(MDVM) concept intends to overcome the resource constraints of mobile 
devices. This paper describes the architecture of MDVM-Stub component and a 
novel algorithm for memory estimation. The experimental results demonstrate 
that the algorithm utilizes free RAM as MDVM from 90% to 0% based on the 
instantaneous memory-load and 45% on the average.     

1   Introduction 

The availability of portable computing devices having access to WWW [9] has 
created a set of high-end mobile applications such as, m-commerce, SES [6] and 
virtual organization [7]. The mobile devices are limited in hardware resources [11], 
battery power and operate in doze mode to reduce power requirement [2][10]. The 
existing wireless communication technology is restricted in terms of bandwidth and 
reliability [10]. The existing operating systems offer very little support for managing 
and adapting to the mobile computation paradigm [1][3]. Researchers have proposed 
that the mobile applications can be supported utilizing remote server based resources 
[4][5]. An example is the use of remote memory on servers in mobile computing 
system [8]. As a novel approach, the concept of mobile distributed virtual memory 
(MDVM) is introduced to enable mobile clients exploiting server resources using 
mobile communication network [13]. The MDVM system allows mobile clients to 
utilize server CPU and memory for data cache and process execution purposes [13]. 
In this paper, we describe the design model of MDVM system and a novel algorithm 
for main memory estimation based on logistic equation. The algorithm is 
implemented in monolithic kernel of Linux 2.4.22. The experimental results 
demonstrate that the algorithms effectively track the memory-load variation of the 
system and the instantaneous utilization of free RAM as MDVM varies from 90% to 
0% based on the instantaneous memory-load of server. However, on average the 
utilization is figured at about 45%. The paper is organized as followings. Section 2 
describes the concept of MDVM system. Section 3 illustrates the architectural 
components of MDVM-Stub and the system model. Section 4 describes the memory 
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estimation function. Section 5 describes the algorithm based on the estimation 
function. Section 6 describes the implementation and experimental evaluations. 
Section 7 and 8 state the background work and conclusion respectively. 

2   MDVM System Concept  

The concept of mobile distributed virtual memory (MDVM) will allow the roaming 
employee of the virtual organization to utilize the resources of remote servers. The 
mobile clients can use server memory and CPU resources to achieve the functionalities 
such as, memory space for large data cache, virtual memory space and CPU for 
processes execution [13]. The conceptual view of the MDVM design architecture is 
illustrated in Figure 1. From the view of mobile client, MDVM is the remote virtual 
memory space accessible from anywhere in the mobile communication network and 
such memory can migrate from cell to cell in order to save communication bandwidth, 
time and cost. The W-CDMA [6] based mobile network can be used to connect to 
TCP/IP based corporate LAN, web servers and the MDVM servers.  

Fig. 1. MDVM for Mobile Clients 

3   MDVM Architectural Components 

3.1   The MDVM-Stub Component 

The MDVM system architecture is comprised of the MDVM-Stub (MC) and MDVM-
Server (MS). The jobs performed by MC subsystem include: 1. Resource estimation 
and allocation, 2. Memory management and 3. Command processing and system 
services. The components of MC subsystem are illustrated in Figure 2. The data cache 
allocation for mobile clients is done in the physical memory to improve the 
performance because the disk access latency is an order higher than the memory 
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access latency. The MC subsystem locks the page frames in RAM while allocating 
the data cache for mobile clients in order to avoid cache page swap made by virtual 
memory manager of the kernel. The execution space is resident in the virtual address 
space of the system and is controlled by the virtual memory manager of the kernel. 
However, because of the page locking and mobility of the clients, the demand for 
MDVM in a cell may change in short time leading to the change in memory-pressure 
on the kernel of MDVM servers in the cell. The MC subsystem uses the resource 
estimator to estimate the total available memory resource in the system periodically to 
avoid steep increase of memory-load leading to thrashing. The resource estimator 
periodically estimates resources with the help of the kernel timer. The job of the 
command IO processor involves the processing of commands sent by MS subsystem 
and returning the results or sending commands to MS subsystem. The functions of the 
memory manager block of MC subsystem are to allocate/de-allocate/lock the page 
frames and to allow MS subsystem to utilize the allocated page frames for the data 
cache of mobile clients. The memory manager block uses the memory-load 
information supplied by resource estimator before performing frame allocation. The 
allocation/de-allocation of page frames uses the memory interface by the memory 
manager of MC. The memory manager uses the virtual memory manager of the kernel 
to manipulate the page frame table. The function of command IO processor is to 
process the commands sent by MS subsystem and to send a command to MS 
subsystem. The command-reply communication uses the packet based IO and uses IO 
interface between MS and MC subsystems. The scheduler and process manager 
interfaces and the kernel data structures are used by MC subsystem in order to collect 
process-wise resource consumption data, state of execution and to control the process 
execution by manipulating the scheduling parameters. 

Fig. 2. Internal Components of MC Subsystem 

MC subsystem 

Resource estimator 

CPU Memory

Command IO 

Memory interface IO interface

Memory manager 

PM Scheduler

VM manager

Timer

MS subsystem



S. Bagchi and M. Nygaard 400

3.2   MDVM System Model 

The memory management system of the operating systems can be modelled with 
abstract and precise formalism in order to represent the design architecture. The 
abstract modeling of the system architecture and memory management mechanisms 
allow the generalization of the concept and the easiness of understanding without tying 
up to a particular kind of implementation. In this section, an abstract model of the 
MDVM system is formulated. One of the main components of the MDVM system 
architecture is the server group (SG). Each server in a SG offers a set of pages from its 
virtual address space to the mobile clients in order to fulfil the storage and execution 
space needs of the clients. Let, the set of server groups in a MDVM system 
architecture is represented by Sg such that, Sg = {g1, g2, ….gb}. There is no constraint 
on the gi meaning that ∀gi, gj ∈ Sg, either gi=gj or gi≠gj. Let z be a 
MDVM server and z ∈ gi. Let Vz = 0, 1, 2, ….,G-1  is the set of virtual addresses 
available at z. The virtual address spaces can be segmented or paged. The MDVM 
system design model considers the paged virtual memory management system. A page 
pz is consisting of a set of addresses Ez = {ej | 0 ≤ j < |pz|} residing at z such that pz ⊂
Vz. Let nz represents the total number of virtual memory pages available at z. The page 
frames of a system are generally numbered and indexed in the page frame table. If all 
the page frames of z are numbed by f then, ∀ej ∈ Ez, ej = f. pz +q, 0 ≤ q < pz  and f = 
0, 1, 2, …., h. Hence, a page pz residing at z can be given by the ordered pair f, q . The 
address map is the function to translate the virtual addresses into the physical memory 
addresses. Let βt is such a function translating the memory addresses for the entire time 
space t. Then, βt can be computed as, βt: vz→ f, q ∪ {φ} where vz ⊆ Vz. The set of 
page frames residing at z can be given as, Pz

M = {pw  0 ≤ w ≤ m-1, m>0}. According 
to the definition of the virtual memory, the set of virtual address pages available at z 
can be computed as, Pz

V = Pz
M ∪ Sz and  Pz

V  = nz. The set of pages Sz = {d0, d1, …,du-

1} represents the swap space at MDVM server z, where u = nz-  Pz
M +1. If the function 

r(gi) computes the total amount of virtual memory resource of the server group gi ∈ Sg

then, r(gi) = ∪i=1, c P
i
V such that c =  gi .  A MDVM server of a SG residing in a cell is 

capable to handle multiple mobile clients in the corresponding cell. Let Cz represents a 
set of mobile clients that are using MDVM at the server z and k is such a mobile client, 
k∈ Cz. The MDVM request from k consists of process execution request and the 
request for data cache pages. The MDVM request from k is composed of αr

k, v
c
k ,

where αr
k is the set of virtual address spaces of the requested execution of the remote 

process r and vc
k is the set of requested virtual pages for data cache. The architecture of 

MDVM system is comprised of two components. These are a stub (D) and a server (T). 
The D and T have interface among each other and can avail services from kernel 
through the kernel interface. The MDVM system can be modelled as a list of mapping 
functions given by δD, {δP

T, δC
T} . The δD and δC

T map the data cache pages for a 
mobile client and the δP

T maps the virtual addresses for process execution on MDVM 
servers as requested by the client. The definitions of the δD and δP

T functions are given 
as, δD : Pz

V → Pz
M and δP

T : Pz
V → (αr

k x Pz
V) ∪ {φ} such that, βt(α ⊆ αr

k) ∈ pz and pz

∈ Pz
M. Let B ∈ [0, 1] represents the state of the set of cache pages of k maintained at z. 

The values in B indicate whether the data cache pages are swappable or not. The 
values in B make it possible to either realize a binary logic or a multi-valued logic to 
recognize the state of the cache pages. Suppose, the function fC

T is performed by T for 
the cache pages such that fC

T : vc
k → ({δD(vc

k)} ∪ L) x B, where L ⊂ Pz
M ∪ {φ}. The 
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symbol L signifies a set of page frames that are mapped by D but not used by T. 
Hence, L can be considered as a list of mapped free page frames. The list is maintained 
in order to enhance the memory utilization by keeping track of the previously mapped 
but unused page frames, if any. Suppose, at time instant t, L ≠ φ. This indicates that in 
the next time space t+, the memory map performed by δD and the residue in L cannot 
be overlapped, i.e. {δD(vc

k)}∩L = φ. Due to the mobility and limitation of battery 
power of clients or due to the change in the state of the wireless communication, a 
mobile client may go into doze mode or may get disconnected from the MDVM server 
z. Let Hz is the set of disk swap spaces at z maintained by T, Hz ⊄ Sz. Then, the 
function fS

T is defined as, fS
T : Pz

M x B → Hz. Thus, the cache page map of MDVM 
system, δC

T, can be realized as a composition of functions given by (fS
T ο fC

T). In the 
time space t, the virtual memory vc

k may reside in page frames or in disk swap space 
depending on the state of the mobile client. 

4   Memory Estimation in MDVM System 

4.1   The Memory Estimation Function 

The most of the modern operating systems manage main memory in pages where a 
page size may vary from one operating system to another. The memory allocation and 
release in operating system is mainly page based at the lower levels. In other view, the 
entire main memory available in a MDVM server can be considered as a population 
M indicating the maximum number of available page frames in the server. Let, mo

t be 
the page population out of M those are allocated up until any time t.  The MDVM 
requests coming from the mobile clients could be very randomly varying. It would be 
restrictive if we assume any particular probability density function while estimating 
the randomness in MDVM requests. On the other hand, the logistic equation could be 
more appropriate to estimate the page population dynamics periodically in MDVM 
system. The logistic equation is often used to measure chaos and has wide range of 
applications in physics, chemistry and economics to measure the dynamics of some 
chaotic phenomenon. In MDVM system, we do not assume any particular probability 
density model to estimate the memory utilization and demands from mobile clients. 
Rather, we employ logistic equation to estimate memory utilization periodically. The 
logistic equation of page population dynamics can be given by the differential 
equation d/dt(mo

t) = (r/M).mo
t.(M-mo

t) where r is called the bitonic potential and r ≥ 0 
in usual cases. The discrete from of the aforesaid differential equation can be given by 
a quadratic recurrence relation as ωo

t+1 = r.ωo
t.(1-ωo

t) where ωo
t = mo

t /M. If mf
t is the 

population of free pages at any time t and δt(ωf
t) is the memory estimation function 

for MDVM at any t, then in next instant t+1, mf
t+1 = mf

t - δt(ωf
t) where ωf

t is equal to 
mf

t /M. The value of δt(ωf
t) can be derived as M.(1 - ωf

t).(r.ωf
t – 1). The memory 

estimation function for MDVM system always keeps 10% of the main memory of 
MDVM servers free for the emergency situation. In any case, for all t, mf

t ≤ M. Hence 
ωf

t ≤ 1  and δt(ωf
t) ≥ 0 for all t. This leads to the characteristic equation of memory 

estimation function for MDVM given by (r/M)(mf
t)2 – r.mf

t + 0.9M ≥ 0. Solving this 
characteristic equation one can get the possible value of r ≥ 3.6. The resulting 
quadratic recurrence relation takes the form ωo

t+1 = 4.ωo
t.(1 - ωo

t) where r is chosen as 
an integer equal to 4. The graphical representation of the equation of ωo

t+1 is shown in 
Figure 3 where, xo and xn are ωo

t and ωo
n respectively and n > t. 
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Fig. 3. Characteristics Map of ωo
t+1

Hence, the memory estimation function for MDVM can be presented as δt(ωf
t) = 

M.(1 - ωf
t).(4ωf

t – 1). It is evident from the equation of δt(ωf
t) that (1 - ωf

t) is a 
monotonically decreasing function and (4ωf

t –1) is a monotonically increasing 
function of ωf

t for monotonically increasing ωf
t and vice versa. Hence, the δt(ωf

t) can 
be thought of as a balancing equation. 

4.2   The Maxima-Minima of Estimator 

In order to find the maxima of the estimator, the following differential equation has to 
be satisfied ∂/∂ωf

t (δt(ωf
t))t = 0. Solving this equation one can get ωf

t = 0.625. Hence, 
the estimator approaches maximum limiting value as free memory ratio approaches 
62.5%. However, when ωf

t = 0.25 the estimator approaches to zero value. This means, 
the estimator approaches to zero while free memory ratio approaches to 25%. Thus, 
the estimator is monotonically increasing in the range of free memory ratio of 25% 
and 62.5%. However, the estimator monotonically decreases for all ωf

t > 0.625. 
Hence, the memory estimator algorithm computes the allocable free memory for 
MDVM as (1 - δt(ωf

t)) where 0.625 ≤ ωf
t ≤ 0.9. The final form of the memory 

estimation function for MDVM, e(mf
t), can be given as: e(mf

t) = δt(ωf
t) , ωf

t < 0.625 
and e(mf

t) = (1 - δt(ωf
t)), 0.625≤ ωf

t ≤ 0.9. The characteristics map of δt(ωf
t) and (1 - 

δt(ωf
t)) is illustrated in Figure 4, where Estimation function 1 represents δt(ωf

t) and 
Estimation function 2 represents (1 - δt(ωf

t)). The characteristic map of e(mf
t) is 

depicted in Figure 5. In Figures 4 and 5, the vertical axis (Memory ratio) signifies the 
(estimated or free memory/M) values in the range [0,1]. 

Fig. 4. Characteristics Map of δt(ωf
t),(1-δt(ωf

t)),ωf
t      Fig. 5. Characteristics Map of e(mf

t)



Designing the MDVM-Stub and Memory Estimator 403

5   The Estimation Algorithm 

The estimation operation involves periodic estimation of the maximum allocable free 
memory as MDVM to the mobile clients and the estimation algorithm chooses the 
decision threshold regarding memory management of MDVM system. The MDVM 
management decision set is consisting of four logic values namely, ALLOCATE, 
RELEASE, WAIT and WATCH. These logic values control the allocation and 
estimation in four possible phases based on ωf

t and ωd
t, where ωd

t = md
t /M and md

t is 
the total allocated MDVM amount at time t in a system. The possible range of ωd

t is 
[0,1] and this range is divided into three segments such as [0,0.5), [0.5,0.7] and (0.7,1] 
indicating the low amount of allocated MDVM, the average amount of allocated 
MDVM and the high amount of allocated MDVM respectively. The ALLOCATE 
logic value indicates that the memory allocation decision has been made to allocate 
MDVM to mobile clients. The RELEASE logic indicates that the memory should be 
released in order to reduce the existing memory load in the system. The WAIT and 
WATCH logic values indicate that the allocator should temporarily stop allocating or 
releasing main memory any further. This is the delay period inserted by the memory 
estimator freezing any memory management actions in order to understand the 
dynamics of the memory load in the system. The WAIT logic indicates the delay of 
single time quanta and the WATCH decision logic freezes the operation of memory 
allocator for an integral multiple of single time quanta. The algorithm always ensures 
that at least 10% of main memory remains free even after allocation of δt(ωf

t) at time 
t. The pseudo code of memory estimation algorithm is given in Figure 6 in the C 
language syntax. The command variable indicates the memory management decision 
logic and the mem_alloc_amount variable indicates the maximum allocable main 
memory at any time t as MDVM. The MDVM allocator allocates free RAM of 
MDVM server to the mobile clients based on pages according to the memory 
management decision taken by MDVM estimation algorithm. 

//TIME_OUT=wait time out value of kernel timer scheduling delay; 
MDVM_Estimation_Algorithm
(M,ω

d

t,m
f

t,δt(ω
f

t),command,wait_time,mem_alloc_amount){ 
if(command = = WATCH) wait_time = wait_time -1; 
else if(wait_time = = NULL) { 

switch(δt(ω
f

t)) { 
case δt(ω

f

t) ≤ NULL:  
                    if( ω

d

t > 0.7) command = RELEASE; 
                    else if (ω

d

t < 0.5) { 
                         command = WAIT; wait_time = NULL;} 
                    else if(ω

d

t ≥ 0.5 && ω
d

t ≤ 0.7){ 
                         command = WATCH; wait_time = TIME_OUT;} 
             case δt(ω

f

t) > NULL: 
                         mem_alloc_amount = M.e(m

f

t);
          if(0.9m

f

t – M.e(m
f

t)< NULL) mem_alloc_amount = 0.9m
f

t;
                                command = ALLOCATE; } 
  } 
}

Fig. 6. Pseudo Code of MDVM Estimation Algorithm 
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6   Implementation

The memory estimation and allocation algorithms related to MDVM system are 
implemented in the Linux kernel as a dynamically loadable module. The LOC (lines 
of source code) is around 500. In the rest of this section, the brief description of the 
kernel implementation is presented.  

6.1   Data Structures and Kernel Interfaces 

The implementation of the MDVM estimation algorithm is done in Linux kernel 
version 2.4.22. The implementation of the algorithm is done as a software device 
driver dynamically loadable in the kernel as a module. The schematic diagram 
describing the implementation of the software architecture is given in Figure 7 where 
MA stands for memory allocator and E stands for memory estimator. 

Fig. 7. Schematic Diagram of MDVM Estimator and Allocator in Linux Kernel 

The MDVM module maintains a doubly linked circular list 
(MDVM_Page_Frame_Desc) containing the pointers to the kernel data structure (struct 
page) holding the page frame descriptors, the logical address of the page 
(logical_address), the status of the page (status), the size of the page frame pool (size) and 
a pointer to the next node of the list. In another structure (Command), the MDVM module 
maintains the total amount of the MDVM allocated  (total_mdvm), the command proposed 
by the estimator algorithm (command) and the number of page frames (frame_num). In 
addition, the MDVM module constructs another data structure (Timer_Irq_Pager), which 
contains a kernel timer object (Timer), a variable indicating the locking mode of the 
structure (lock) to perform concurrent operations on the structure, a wait_time_out variable 
indicating the time out quanta of the timer and a pointer referencing to the command 
structure. These data structures are presented in Table 1. 

Table 1. Data Structures Used in MDVM Module

MDVM_Page_Frame_Desc  Command  Timer_Irq_Pager 
struct page *page_frame CHAR command struct timer_list Timer 
ULONG logical_address ULONG total_mdvm INT lock 
INT status ULONG frame_num UINT wait_time_out 
ULONG size  pCommand pCmd 
MDVM_Page_Frame_Desc 
*pNextNode 

Kernel space 

VMM

Timer 

MDVM module 

MA 

E
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The entry point for the kernel to the MDVM module is MDVM_Entry() function, 
which registers the module with the kernel by register_chrdev() with a device major 
number as 250. The device file entry structure, provided by the kernel while module 
registration, is updated as given in Table 2. 

Table 2. The Device File Entry Data Structure of MDVM Module

Device file operations Descriptions 
open: MDVM_open To open the MDVM module by kernel 
read: MDVM_read To read the MDVM software device 
write: MDVM_write To write to the MDVM software device 
release: MDVM_close To close and unload the MDVM module 
mmap: MDVM_VMA_map To handle the page faults occurred in 

mapped VMA 

Table 3. The Kernel Functions Used by MDVM Module 

Kernel functions Descriptions 
si_meminfo() To get the main memory status of the system 
__get_free_pages() To allocate a set of page frames 
virt_to_page() To claim the page frame reference pointer which is used 

to lock the page frames in RAM (PG_locked) 
free_pages() To release the page frames to kernel 

The main set of internal kernel calls related to the memory management 
operations used by the MDVM module is given in Table 3. 

6.2   Estimator Scheduling and Kernel Timer 

MDVM module accomplishes the periodic memory estimation using the timer 
interrupt vector. MDVM module uses the Linux kernel timer to schedule the 
execution of the memory estimation algorithm. The init_timer() and add_timer()
kernel functions are used to initialize and schedule the execution of the estimation 
algorithm, and mod_timer() kernel function is used to modify the execution intervals 
dynamically by controlling the timer activation delay in terms of jiffies. The MDVM 
module inserts the estimator E in the timer queue only once and later E re-inserts 
itself in the timer queue for the deferred execution after completing the current 
execution sequence. The del_timer() kernel function is used to release the timer object 
finally before unloading the MDVM module from the kernel.   

6.3   Experimental Environment 

The test bed of the experiments conducted consists of a 2.5GHz Pentium IV based 
single processor PC running Slackware distribution of Linux kernel 2.4.22. The 
system resources and the peripherals are summarized in Table 4.  
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Table 4. Experimental Environment Specification 

Resources Descriptions Resources Descriptions 
RAM, 
Swap space 

452262 Kbytes, 
1004052Kbytes 

Secondary IDE master, 
slave 

AOPEN DVD 
RW, CD RW 

Primary 
IDE

WDC- 80GB On board LAN 100Mbps Ethernet 

6.4   Experiment Sets 

The entire set of experiments is categorized into four classes as: Experiment I: In 
this set, the MDVM allocation (MA) is not activated and only the memory estimation 
algorithm (E) executes. The local processing load on the system is nil except the 
kernel daemons of the Linux 2.4.22. This experiment captures the response of the 
memory MDVM estimation algorithm E without any interference from the memory 
usage by local processes on servers and memory usage due to MDVM allocation. 
Hence, this experiment represents the response of MDVM estimation algorithm in a 
free running server system; Experiment II: In this experiment, the MDVM 
estimation algorithm executes under a set of local server process load. The set of 
server processes are given in Table 5. However, there is no MDVM allocation. This 
experiment illustrates the behaviour of the MDVM estimation algorithm under the 
memory demands from the local server processes without any allocation of MDVM to 
mobile clients; Experiment III: In this experiment, the MDVM estimator E and the 
memory allocator MA execute together but there are no local server processes. The 
aim of this experiment is to capture the response of the MDVM estimation algorithm 
under the memory load exerted by the MDVM allocation only; Experiment IV: This 
experiment aims at understanding the response of the MDVM estimation algorithm 
under the combined memory load exerted by the local server processes and by the 
MDVM allocation. In this experiment, the set of local processes executes on server is 
same as given in Table 5. 

Table 5. Local Process Load on MDVM Server 

Local server processes  Description 

Real-Time video This is a multimedia video streaming application 
GNU C compiler This is a C compiler that continuously compiles a set 

of files 
GIMP IPS This is a image processing application software 

package 
Dictionary Search This is a dictionary search application 
Office Editor This is an Editor application software package 
Application Benchmark Randomly allocate and release the memory chunks 

periodically 
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6.5   Implementation Results 

For the set of four experiment classes, the time interval period for the execution of 
MDVM estimation algorithm is chosen moderately as 30sec in order to avoid too 
frequent as well as too delayed period of estimation. The delay period of execution 
due to WATCH logic employs 150sec delay. The measurements are taken in terms of 
instantaneous free main memory in the server, allocated MDVM to mobile clients, 
estimated MDVM upper limit of allocation in intervals and the dynamics of command 
phases created by MDVM estimator E while making the memory management 
decisions. The graphical representations of the free main memory dynamics, 
estimations made by MDVM estimation algorithm E, % utilization of free main 
memory as MDVM and the memory management decision phases governed by 
MDVM estimation algorithm are presented in Figures 8 to 20. The % utilization of 
MDVM is calculated as 100(md

t /mf
t), where md

t is the estimated MDVM at time t. In 
the waveform representation of the response of MDVM estimation algorithm, the 
decision threshold logic level 1 on the vertical axis represents ALLOCATE decision, 
logic level 0.5 on the vertical axis represents WATCH command, logic level 0 on the 
vertical axis represents WAIT command and logic level –1 on the vertical axis 
represents RELEASE command. The average values of the % utilization of main 
memory as MDVM are presented in Table 6. 

         Fig. 8. MDVM Estimation in Exp. I                       Fig. 9. %Utilization in Exp. I 

       Fig. 10. MDVM Estimation in Exp. II                  Fig. 11. %Utilization in Exp. II 
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Fig. 12. Response Waveform in Exp. II                 Fig. 13. MDVM Estimation in Exp. III

Fig. 14. MDVM Variation in Exp. III                     Fig. 15. %Utilization in Exp. III

Fig. 16. Response Waveform in Exp. III          Fig. 17. MDVM Estimation in Exp. IV 

Fig. 18. MDVM Variation in Exp. IV                   Fig. 19. %Utilization in Exp. IV 
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Wavefrom generated by MDVM estimation 
algorithm under combined loads (Experiment IV)
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Fig. 20. Response Waveform in Exp. IV 

Table 6. The %Average Utilization of Free RAM as MDVM 

Experiment %Average 
utilization    

Experiment %Average 
utilization 

I 68.43% II 46.77% 
III 44.68% IV 45.08% 

The instantaneous utilization of main memory as MDVM can very from 90% to 
0% depending on the instantaneous memory-load of the MDVM server. It is evident 
from Table 6 that the MDVM estimation algorithm is less sensitive to the abrupt 
variation of free memory over a period of time, and averages the overall utilization to 
45% approximately. Hence, the MDVM estimation algorithm may not produce jitters 
in the response due to abrupt variation of memory load. However, as the graphical 
presentations illustrates, the algorithm is capable to closely follow the dynamic 
variation of the memory load on the system and act appropriately.  

7   Related Work 

Prior works have addressed the issues in operating system related to mobility in the 
area of file systems [16][17][18], data management [19][11][20][21] and network-
layer routing protocols addressing schemes and packet filtering [22][23][24]. Other 
works include issues related to caching and file system [16][18][25][26] and mobile 
communication system [27][28][29]. The DVM system becomes non-scalable under 
the condition of mobility of clients [30][31]. The DVM system assumes that network 
bandwidth is high and network topology is static. The bandwidth of existing disk 
drives is lower than that of high-speed network [14]. The aim of existing DVM 
system is to investigate the performance gain through remote paging over high-speed 
network. The majority of the remote memory paging system and the DVM system 
([30][31]) target to the stationary client-server architectures on wired LAN. However, 
the issues related to the location transparency of the remote memory under mobility, 
virtual memory management under dynamic memory-pressure and virtual memory 
migration among servers are not investigated.     
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8   Conclusion 

The concept of MDVM is developed to support the high-end mobile applications in 
virtual organization architecture. This paper describes the design and implementation 
of MDVM-Stub component, MDVM system model and a novel memory estimation 
algorithm to realize MDVM system. The monolithic kernel architecture of Linux is 
chosen for experimental prototype design and implementation of the MDVM system. 
The designing of MDVM in monolithic kernel will provide user transparency, 
performance, greater control on system resources and required system services. The 
experimental evaluations of memory estimation and allocation algorithms 
demonstrate that the instantaneous utilization of main memory as MDVM may vary 
from 90% to 0% based on instantaneous memory-load of the MDVM server. 
However, the overall utilization of free RAM as MDVM is approximately 45% on 
average. In addition, the algorithms are efficient to keep track of the memory-load 
dynamics of the MDVM servers. The MDVM estimation algorithm always keeps 
10% of instantaneous free RAM untouched and stops MDVM allocation when the 
free memory goes below 25% of total RAM.  

References 

[1] Black A., Inouye J., System Support for Mobility,  ACM SIGOPS, Ireland, 1996. 
[2] Duchamp D., Issues in Wireless Mobile Computing, 3rd Workshop on Workstation OS, 

1992. 
[3] Bolosky W. et. al., OS Direction for the Next Millennium, Microsoft Research, Redmond. 
[4] Forman G., Zahorjan J., The Challenges of Mobile Computing, UW CSE TR#93-11-03, 

1994. 
[5] Marsh B. et. al., Systems Issues in Mobile Computing, MITL-TR-50-93, Princeton, 1993. 
[6] Nadia M., Kin Y., Designing Wireless Enterprise Applications on Mobile Devices, 

ICITA 2002. 
[7] MOWAHS, IDI, NTNU, 2003, www.mowahs.com. 
[8] Shigemori Y. et. al., A proposal of a Memory Management Architecture for Mobile 

Computing Environment, IEEE DEXA, 2000. 
[9] Weiser M., Some Computer Issues in Ubiquitous Computing, ACM Communications, 

1993. 
[10] Pitoura E. et. al., Dealing with Mobility: Issues and Research Challenges, TR-CSD-93-

070, 1993. 
[11] Badrinath  R. et. al., Impact of Mobility on Distributed Computations, ACM OS Review, 

1993. 
[12] Bender M. et. al., Unix for Nomads: Making Unix Support Mobile Computing, USENIX, 

Mobile & Location-Independent Computing Symposium, 1993. 
[13] Susmit B., Mads N., On the Concept of Mobile Distributed Virtual Memory System, 

IEEE DSN, International Conference on Dependable Systems and Networks, Italy, 2004. 
[14] Schilit B., Duchamp D., Adaptive Remote Paging for Mobile Computers, TR-CUCS-004-

91, Columbia University, February 1991. 
[15] Chen B., The Impact of Software Structure and Policy on CPU and Memory System 

Performance, PhD Thesis, CMU-CS-94-145, 1994. 



Designing the MDVM-Stub and Memory Estimator 411

[16] Tait D. et. al., Detection and Exploitation of File Working Sets, TR-CUCS-050-90, 
Columbia, 1990. 

[17] Kistler J., Satyanarayanan M., Disconnected Operation in the Coda File System, ACM 
Transactions on Computer Systems, February, 1992. 

[18] Tait D., Duchamp D., Service Interface and Replica Management Algorithm for Mobile 
File System Clients, 1st International Conference on Parallel and Distributed Information 
Systems, 1991. 

[19] Badrinath R., Tomasz I., Replication and Mobility, In Proc. Of 2nd IEEE Workshop on 
Management of Replicated Data, November 1992, pp. 9-12. 

[20] Alonso R., Korth H., Database System Issues in Nomadic Computing, MITL, December 
1992. 

[21] Tomasz I., Badrinath R., Querying in Highly Mobile Distributed Environments, In 8th

International Conference on Very Large Databases, 1992, pp. 41-52. 
[22] Ioannidis J., Duchamp D., Maguire G., IP-Based Protocols for Mobile Internetworking, 

ACM SIGCOMM, September 1991, pp. 235-245. 
[23] Wada H. et. al., Mobile Computing Environment Based on Internet Packet Forwarding, 

In Winter USENIX, January, 1993. 
[24] Zenel B., Duchamp D., Intelligent Communication Filtering for Limited Bandwidth 

Environments, IEEE 5th Workshop on HotOS-V, May 1995. 
[25] Mummert L. et. al., Variable Granularity Cache Coherence, Operating Systems Review,  

28(1), 1994, pp. 55-60. 
[26] Mummert L., Exploiting Weak Connectivity in a Distributed File System, PhD Thesis, 

CMU, 1996. 
[27] Lin C., An Architecture for a Campus-Sized Wireless Mobile Network, PhD Thesis, 

Purdue, 1996. 
[28] Lee J., Routing and Multicasting Strategies in Wireless Mobile Ad Hoc Network, PhD 

thesis, California, 2000. 
[29] Akyol B., An Architecture for a Future Wireless ATM Network, PhD Thesis, Stanford, 

June 1997. 
[30] Khalidi Y. et. al., The Spring Virtual Memory System, Sun Microsystem Lab., TR-SMLI-

93-9, February 1993. 
[31] Ballesteros F. et. al., Adaptable and Extensible Distributed Virtual Memory in the Off 

Microkernel, TR-UC3M-CS-1997-02, Madrid, January 1997.  



Improved Algorithm for Minimum Cost Range
Assignment Problem for Linear Radio Networks
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Abstract. The unbounded version of the 1D range assignment problem
for radio-stations is studied. Here a set of n radio stations are placed
arbitrarily on a line. The objective is to assign ranges to these radio-
stations such that the total power consumption is minimum. A simple
incremental algorithm is proposed which produces optimum solution in
O(n3) time and O(n2) space. This improves the running time of the best
known existing algorithm by a factor of n.

1 Introduction

A multihop mobile radio network, is a self-organized and rapidly deployable
network in which neither a wired backbone nor a centralized control exists. The
network nodes communicate with one another over scarce wireless channels in a
multi-hop fashion. Its importance has been increased due to the fact that, there
exists situations where the installation of traditional wired network is impossible,
and in some cases, even if it is possible, it involves very high cost in comparison
to radio-networks. Several variations of routing, broadcasting and scheduling
problems on radio-networks are discussed in [2, 4, 6, 11, 12].

A radio-network is a finite set of radio-stations S located on a geographical
region which can communicate each other by transmitting and receiving radio
signals. Each radio-station s ∈ S is assigned a range ρ(s) (a positive real num-
ber). A radio-station s can communicate (i.e., send a message) directly (i.e., in
1-hop) to any other station t, if the Euclidean distance between s and t is less
than or equal to ρ(s). If s can not communicate directly with t due to its as-
signed range, then communication between them can be achieved using multi-hop
transmissions. If the number of hops (h) is small, then communication between
a pair of radio-stations happens very quickly, but the power consumption of
the entire radio-network becomes high. On the other hand, if h is large, the
power consumption decreases, but communication delay takes place. The power
power(s) required by a radio station s to tramsmit a message to another radio-
station s′ satisfies power(s)

d(s,s′)β > γ [11], where d(s, s′) is the Euclidean distance
between s and s′, β is referred to as the distance-power gradient which may
vary from 1 to 6 depending on various environmental factors, and γ(≥ 1) is the
transmission quality of the message. We assume the ideal case, i.e., β = 2 and
γ = 1. The total cost of a range assignment R = {ρ(s) | s ∈ S} is written

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 412–423, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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as cost(R) =
∑

s∈S power(s) =
∑

s∈S(ρ(s))2. The tradeoffs between the power
consumption of the radio-network and the maximum number of hops needed be-
tween a communicating pair of radio-stations are studied extensively in [9, 10].

In 1D variation of this problem, the set S of n radio stations are placed
arbitrarily on a line. Several variations of 1D h-hop range assignment problem
are studied in [9]. For the uniform chain case, i.e., where each pair of consecutive
points on the line is at distance δ, the tight upper bounds in the minimum cost

of range assignment is shown to be OPTh = Θ(δ2n
2h+1−1
2h−1 ) for any fixed h. In

particular, if h = Ω(logn) in the uniform chain case, then OPTh = Θ(δ2 n2

h ). For
the general problem in 1D, i.e., where the points are arbitrarily placed on a line,
a 2-approximation algorithm is proposed in [3] for h-hop range assignment. The
worst case running time of this algorithm is O(hn3). For the unbounded case,
i.e., where h = n − 1, a dynamic programming based O(n4) time algorithm is
given in [9] which produces a range assignment achieving minimum cost. Efficient
polynomial time algorithm for the optimal 1D range assignment for broadcasting
from a single node is available in [5].

We propose a simple algorithm for the unbounded version of 1D range as-
signment problem. It runs in O(n3) time and O(n2) space. This improves the
existing time complexity result on this problem by a factor of n keeping the
space complexity invariant [9]. In spite of the fact that the model considered in
this paper is very simple, it is useful in studying road traffic information sys-
tem where the vehicles follow roads and messages are to be broadcasted along
lanes. Typically, the curvature of the road is small in comparison to the trans-
mission range so that one may consider that the vehicles are moving on a line
[3]. Several other vehicular technology applications of this problem can be found
in [1, 7, 8, 10].

2 Preliminaries

Let S = {s1, s2, . . . , sn} be a set of n radio-stations placed on a line. Without
loss of generality, we name the elements of S as {s1, s2, . . . , sn}, ordered from
left to right.

Definition 1. A range assignment for the set of radio-stations S is a vector
R = {ρ(s1), ρ(s2), . . . , ρ(sn)}, where ρ(si) denotes the range assigned to radio-
station si ∈ S.

Definition 2. Given a range assignment R, the corresponding communication
graph, denoted by GR = (S,ER) is a directed graph whose set of vertices cor-
respond to the radio-stations in S, and the edge set ER = {(si, sj)|d(si, sj) ≤
ρ(si)}.

Definition 3. A communication graph GR corresponding to a range assignment
R is said to be h-hop connected if from each vertex si ∈ S there exists a directed
path of length less than or equal to h to every other vertex sj ∈ S.
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sl si sr

Fig. 1. Proof of Lemma 2

For each radio-station si, we maintain an array Di which contains the set of
distances {d(si, sj), j = 1, . . . , n, j 	= i}. Now we have the following lemma.

Lemma 1. For any given h, if R = {ρ1, ρ2, . . . , ρn} denotes the optimum range
assignment of {s1, s2, . . . , sn} then ρi ∈ Di for all i = 1, 2, . . . , n.

Proof. Let us assume that ρi = r for some i, and r /∈ Di. Let GR be the
corresponding communication graph. Surely, Min{Di} ≤ r ≤ Max{Di}, since
failing the left-hand terminal condition disables si to transmit its message to
any member in S \ {si}, and the right-hand terminal condition ensures the 1-
hop reachability of si to all other vertices in S. Assume that the elements in
Di are sorted in increasing order, and there exist a pair of consecutive elements
α, β ∈ Di such that α < r < β.

Consider a different range assignment R′ = {ρ1, ρ2, . . . , ρi−1, α, ρi+1, . . . , ρn},
and its corresponding communication graph GR′ . It is easy to observe that
GR ≡ GR′ . Thus, the h-hop connectivity of each vertex in S to all other vertices
is maintained for the range assignment R′. Again, cost(R′) = cost(R) − r2 +
α2 < cost(R). Hence we have the contradiction that R is the optimum range
assignment. ��

Note: The result stated in Lemma 1 is valid if the range assignment problem
is considered in any arbitrary dimension.

From now onwards, we shall restrict ourselves to the unbounded version of
the problem, i.e., h = n − 1. Here the optimal solution corresponds to a range
assignment such that the communication graph GR is strongly connected, and
the sum of powers of all the stations is minimum. The following two lemmata
indicates two important features of the optimum range assignment.

Lemma 2. Let ρ be the range assigned to a vertex si; sr and s� be respec-
tively the rightmost and leftmost radio-stations such that d(si, sr) ≤ ρ and
d(si, s�) ≤ ρ. Now, if we consider the optimum range assignment of the radio sta-
tions {s�, s�+1, . . . , si, . . . , sr−1, sr} only subject to the condition that ρ(si) = ρ,
then

• the range assigned to the radio-station sα = d(sα, sα+1) for all α = �, � +
1, . . . , i− 1, and

• the range assigned to the radio-station sβ = d(sβ , sβ−1) for all β = i+ 1, i+
2, . . . , r.

Proof. See Fig. 1. ��
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Lemma 3. In optimum range assignment R = {ρ1, ρ2, . . . , ρn}, ρ1 = d(s1, s2)
and ρn = d(sn−1, sn).

Proof. On the contrary, let us assume that ρ1 = d(s1, si), where i > 2. We
now need to consider two cases: (i) ρi < d(s1, si), and (ii) ρi ≥ d(s1, si). In
Case (i), let us consider a modified assignment R′ with ρ′i = d(s1, si) = ρ1 and
ρ′j = d(sj , sj+1) for j = 1, 2, . . . , i − 1. Note that, the communication graph of
the modified range assignment R′ is still strongly connected, and cost(R′) ≤
cost(R). The equality takes place if d(si, si−1) > d(si, si+1). In Case (ii), there
is no need to assign ρ1 = d(s1, si). Only the assignment of ρj = d(sj , sj+1) for
all j = 1, 2, . . . , i − 1 will make the communication graph strongly connected.
The second part of the lemma can be proved in exactly similar manner. ��

Our proposed algorithm is an incremental one. We denote the optimal range
assignment of a subset Sk = {s1, s2, . . . , sk} by Rk = {ρk

1 , ρ
k
2 , . . . , ρ

k
k}. Here the

problem is: given Rj for all j = 2, 3, . . . , k, obtain Rk+1 by considering the next
radio station sk+1 ∈ S. An almost similar dynamic programming approach is
used in [9] for solving the same problem in O(n4) time. Our approach is based on
a detailed geometric analysis of the optimum solution, and it solves the problem
in O(n3) time.

3 Method
We assume that for each j = 2, 3, . . . , k, the optimal range assignment of Sj =
{s1, s2, . . . , sj} is stored in an array Rj . The elements in Rj correspond to
{ρj

1, ρ
j
2, . . . , ρ

j
j}, and cost(Rj) =

∑j
α=1(ρ

j
α)2. The radio-station sk+1 is the next

element under consideration. An obvious choice of Rk+1 for making the com-
munication graph GRk+1 strongly connected is ρk+1

k+1 = d(sk, sk+1) and ρk+1
k =

max(d(sk, sk+1), ρk
k). Lemma 4 says that this may not lead to an optimum result.

Lemma 4. cost(Rk)+(d(sk, sk+1))2 ≤ cost(Rk+1) ≤ cost(Rk)+(d(sk, sk+1))2+
(max(d(sk, sk+1), ρk

k))2.

Proof. In Rk+1, sk+1 will receive range equal to d(sk, sk+1) for connecting it
with its closest member in Sk(see Lemma 3). Thus, the left hand side of the
inequality follows. The equality takes place when sk+1 is reachable from some
member in Sk with its existing range assignment in Rk.

If the above situation does not take place, then one needs to extend the range
of some member in Sk to reach sk+1. The right hand side inequality follows from
the obvious choice sk for which the range is to be extended to d(sk, sk+1). ��

Illustrative examples are demonstrated in Fig. 2, where the distance between
each two consecutive nodes is shown along that edge; the range assigned for
each node before and after inserting radio-station s5 are shown in paranthesis
and square bracket respectively. From the lefthand inequality of Lemma 4, the
range of sk+1 (i.e., ρk+1

k+1) needs to be assigned to d(sk, sk+1) (see the range
assigned to s5 in both the figures). Now we analyze the different cases that may
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Fig. 2. Proof of Lemma 4

be observed in Rk, and the actions necessary for all those cases such that at
least one member of Sk can communicate with sk+1 in 1-hop, and the total cost
becomes minimum.

The simplest situation occurs if d(si, sk+1) ≤ ρk
i for at least one i = 1, 2, . . . , k.

In this case, ρk+1
i = ρk

i for all i = 1, . . . , k. If d(si, sk+1) > ρk
i for all i = 1, . . . , k,

then we need to increase the range of some member in Sk for the communication
from Sk to sk+1. This may sometime need changes in different elements of Rk to
achieve Rk+1. We have demonstrated two examples in Fig. 2, where the optimal
range assignment of {s1, s2, s3, s4, s5} is obtained from that of {s1, s2, s3, s4}. In
Fig. 2(a) the optimal range assignment is obtained by incrementing the range of
s3 only. But in Fig. 2(b), in addition to incrementing the range of s4, the range
of s3 is needed to be decremented to get the optimal assignment.

We use Ri
k+1 to denote the optimum range assignment of the members in

Sk+1 subject to the condition that ρk+1
i = d(si, sk+1). Now, Rk+1 can be ob-

tained by identifying an i∗ such that cost(Ri∗
k+1) = Minsi∈Sk

cost(Ri
k+1). Thus,

while computing Rk+1, we need to compute Ri
k+1, for all i = 1, 2, . . . , k.

3.1 Computation of Ri
k+1

As mentioned above, Ri
k+1 = {ρ1, ρ2, . . . , ρk+1|ρi = d(si, sk+1)}. Let s� be the

leftmost radio-station such that d(si, s�) ≤ ρi. This implies, si can communicate
with all the radio-stations {s�, s�+1, . . . , si−1, si, si+1, . . . , sk+1} = SSi (say) in
1-hop. We need to recall that Sk+1 = S�−1

⋃
SSi. Let SSi = SSi

L ∪SSi
R, where

SSi
L = {s�, s�+1, . . . , si−1, si}, and SSi

R = {si+1, si+2, . . . , sk+1}. We define the
term left-cover of si to denote the node s�. In other words, in the revised assign-
ment of si, s� (to the left of si) can be communicated from si in 1-hop but no
member in S�−1 can be communicated from si in 1-hop.

By applying Lemma 2, we assign ρα = d(sα, sα−1) for all sα ∈ SSi
R, and

ρβ = d(sβ , sβ+1) for all sβ ∈ SSi
L \ {si}. Due to this changed range assignment,

none of the nodes SSi
R can communicate with a node to the left of si in 1-hop,

but there may exist some member(s) in the set SSi
L whose left-cover is in S�−1.

Let sm be the node of minimum index such that sm = left-cover(sj) for some



Improved Algorithm for Minimum Cost Range Assignment Problem 417

sj ∈ SSi
L. We now need to consider the following three cases depending on

whether (i) m < �, (ii) m = � = 1, and (iii) m = � 	= 1.

(b)

(a)

(c)

s1 si sk sk+1

sm
sl-1 sl si sk sk+1

sl-1 sl si sk sk+1

Fig. 3. Illustration of (a) Case (i), (b) Case (ii), and (c) Case (iii)

Case (i) [m < �]: Here we keep the range assignment of SSi unchanged (with
respect to new assignment). Using the same argument as stated in Lemma 2, we
update the range of the radio-station sγ to ργ = d(sγ , sγ+1) for all γ = m,m+
1, . . . , � − 1 (see Fig. 3(a)). Thus, the strong connectivity is maintained in the
communication subgraph with radio-stations {sm, sm+1, . . . , s�−1, s�, . . . , si, . . . ,
sk+1} since a member in SSi

L communicates with sm and s�−1 communicates
with s�. This new assignment of range may cause some one to the left of sm to be
reachable in 1-hop from {sm, sm+1, . . . , s�−1}. From now onwards, the left-most
such node (if exists) will be considered as left-cover of si, and the set SSi

L is
updated as SSi

L ∪ {sm, sm+1, . . . , s�−1}. This indicates that SSi is also updated
accordingly, and m is considered to be as �. Again, we need to consider one
among the cases (i)-(iii). Note that, while calculating the left-cover of the up-
dated set of nodes SSi

L, we need to consider only the newly added nodes in SSi
L.

Case (ii) [m = � = 1]: Here, the range assigned to all the nodes in Sk+1 are
done optimally, subject to ρi = d(si, sk+1). Thus, this assignment corresponds
to Ri

k+1 (see Fig. 3(b)).

Case (iii) [m = � 	= 1]: Here several nodes in SSi
L exist whose assigned range

enables it to communicate with sm in 1-hop but not with sm−1. Thus, Case (i)
fails to recur but the Case (ii) has not been satisfied (see Fig. 3(c)). At this
stage, we have an important Observation.

Observation 1. If Case (iii) happens while computing Ri
k+1 then assuming

ρ(si) = d(si, sk+1), the optimum range assignment for Sk+1\Sm−1 = {sm, sm+1,
. . . , si, . . ., sk, sk+1} is as follows:

• ρ(si) = d(si, sk+1) (as assumed),
• ρ(sj) = d(sj−1, sj) for all j = i+ 1, i+ 2, . . . , k + 1, and



418 G.K. Das, S.C. Ghosh, and S.C. Nandy

• ρ(sj) = d(sj , sj+1) for all j = m,m+ 1, . . . i− 1.

This leads to define a new notion, called covering index, as stated below.

Definition 4. The covering index m in Ri
k+1, corresponds to a node sm (to

the left of si including itself) such that in the optimum range assignment of
the set of radio-stations {sm, sm+1, . . . , si, . . . , sk, sk+1|ρ(si) = d(si, sk+1)} no
radio-station in the above set can reach a radio-station in Sm−1 in 1-hop.

After defining the covering indexm (> 1) for Ri
k+1, we have SSi = {sm, sm+1,

. . ., si, . . . , sk, sk+1}. Note that, none of the members in SSi can communicate
with Sk+1 \ SSi, and hence the communication graph does not remain strongly
connected (with respect to the new assignment). But, as we have not changed
the range assignment of Sm−1 = {s1, s2, . . . , sm−1}, at least one of them com-
municates with SSi (as it was in Rk). We now need to increase the range of
any one member in SSi

L to restore the strong connectivity of the communication
graph of Sk+1. Lemma 5, stated below helps in handling this situation.

Definition 5. Let {sα, sα+1, . . . , sβ} be a sequence of consecutive radio-stations
with assigned ranges {rα, rα+1, . . . , rβ} such that rα ≥ d(sα, sβ), and rj =
d(sj , sj+1) for all j = α+1, α+2, . . . , β−1. The critical-range in {rα+1, . . . , rβ−1}
is rδ = Maxβ−1

j=α+1rj. A revised assignment for the critical-range rδ is obtained
by changing the assignment of sj to r∗j = d(sj , sj−1) for all j = α+1, α+1, . . . , δ.
The ranges assigned to sα and sδ+1, . . . , sβ−1 remains unchanged. In Fig. 4(a),
observe the radio-stations {sα, . . . , sβ}. The critical range is marked, and the
revised assignment is shown in Fig. 4(b).

Lemma 5. If in a strong connected communication graph among a set of radio-
stations {s1, s2, . . . , sn} with range assignment R = {r1, r2, . . . , rn} and total
cost C, there exists a pair of radio-stations (sm, sj) (j > m+1) such that sj can
communicate with sm in 1-hop, and there exists another pair of radio-stations
(sα, sβ) with α < β − 1 < j where sα can communicate with sβ in 1-hop, then
the revised assignment corresponding to critical-range in {rα, rα+1, . . . , rβ−1}
maintains the strong connectivity in the communication graph, and the total cost
in the revised assignment is less than C.

(a) critical-range

sα sδ sβ

sα sδ sβ

(b)

Fig. 4. Illustration of (a) critical-range and (b) revised assignment
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critical-range

sα sm
sδ sβ sj

(a)

critical-range

sm sα sδ sβ sj

(b)

sm sα sδ sβ sj

sα sm
sδ sβ sj

Fig. 5. Proof of Lemma 5

Proof. Two different instances of critical range and their corresponding revised
assignments have been demonstrated in Fig. 5(a) and 5(b). The strong con-
nectivity in the revised assignment is maintained due to the fact that sj can
communicate with all the radio-stations from sj−1 to sm (in 1-hop), and sα can
communicate with all radio-stations from sα+1 to sβ in 1-hop, and all other
nodes can mutually communicate (using ≥ 1 hop(s)) via sα and/or sj . The com-
munication path of the other nodes is clear from Fig. 5(b). ��

After identifying the covering index sm (m > 1), we have SSi = {sm, sm+1, . . . ,
si, . . . , sk, sk+1}. Note that, as we have not yet changed the range assignments of
Sm−1 = {s1, s2, . . . , sm−1}, at least one member of them can communicate with
a member in SSi. We choose the rightmost one, say sν (ν ≤ m − 1); let it be
communicating with sµ (µ ≥ m). If µ > m, then a critical range (as illustrated
in Fig. 5(a)) is observed within sm, sm+1, . . . , sµ. We name it as type-1 critical
range. Note that, if µ = m, type-1 critical range is not observed.

Next, we consider each member sα ∈ SSi
L whose assigned range ρα satisfies

ρα < d(sα, sm−1), and increase its range to ρ′α = d(sα, sm−1). This establishes a
connection between SSi

L and Sm−1. But, this may create a critical range if there
exists a 1-hop connection from some sj to sm with j −m ≥ 2 (see Fig. 5(b)).
We refer this as type-2 critical range. We consider the larger one among type-1
and type-2 critical ranges, and apply Lemma 5 to reduce the total cost. In order
to retain the connectivity from Sm−1 to SSi

L with minimum cost, we use Rm−1

or Rm as stated below.
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• If one of the radio-stations in Sm−1 can communicate with a member of SSi
L

in 1-hop due to its assigned range in Rm−1, then the strong connectivity in
the communication graph of all the nodes in Sk+1 is already maintained. As
the range assignment of Rm−1 is optimum, the optimality of Ri

k+1 can be
achieved by choosing a radio-station sα such that the change in ρα to ρ′α
and elimination of critical range produces maximum gain in the total cost.
Here, the total cost of range assignment is equal to cost(Rm−1)+

∑k+1
γ=m ρ′γ ,

where ρ′γ is the final range assigned to sγ after this operation.
• If Rm−1 is such that none of the radio-stations in Sm−1 can communicate

with a member in SSi
L in 1-hop, then the strong connectivity in the commu-

nication graph of the nodes in Sk+1 can not be asured using Rm−1. Here,
we need to consider the situation when sm was inserted in Rm−1 to com-
pute Rm. At that time, we obtained the optimal assignment Rm by (i)
assigning the range of sm to d(sm−1, sm), and (ii) changing Rm−1 in an
optimal manner so that the cost(Rm) is minimum. Here, we need not have
to perform step (i), but step (ii) is necessary. Thus, here the optimal cost is
cost(Rm) − (d(sm−1, sm))2 +

∑k+1
γ=m ρ′γ , where ρ′γ is same as mentioned in

the earlier paragraph.

3.2 Algorithm

Our incremental algorithm considers the radio-stations sk ∈ S, placed on a line,
from left to right. For each sk+1, we compute Rk+1 by identifying an si∗ whose
range is to be revised (to ρi∗ = d(si∗ , sk+1)) for communicating from Sk to sk+1.
This needs computation of Ri

k+1 for different si ∈ Sk using the method described
in the earlier subsection. But, we can accelarate our algorithm by ignoring the
computation of Ri

k+1 for some values of i as stated in the following results.

Lemma 6. Let m and m′ be the covering indices for computing Ri
k+1 and Rj

k+1

respectively, where si, sj ∈ Sk. Now, if j < i then m′ ≤ m. Furthermore, if s� is
left-most element which is 1-hop reachable from sj then m′ = m if and only if
� ≥ m.

Proof. The first part of the lemma trivially follows from the fact that if sj is to
the left of si and d(sj , sk+1) > d(si, sk+1), then SSi ⊆ SSj . The second part
follows from the following two arguments:

• In Ri
k+1 the ranges assigned to each node sα ∈ SSi

L(= {sm, sm+1, . . . , si})
is d(sα, sα+1).

• While computing Rj
k+1, we assign range of each node sβ ∈ {s�, s�+1, . . . , sj}

equal to d(sβ , sβ+1).

Since no node to the right of sm (including itself) can reach sm−1, the claim
in this case follows. ��

Lemma 7. Let m be observed as the covering index while computing Ri
k+1 for

a radio-station si ∈ Sk. During the computation of Rj
k+1 for sj ∈ Sk with j < i,

if s� is 1-hop reachable from sj and � ≥ m then cost(Rj
k+1) > cost(Ri

k+1).
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Proof. As j < i, d(sj , sk+1) > d(si, sk+1). Next, we need to consider the reduc-
tion due to critical range for computing cost(Ri

k+1) and cost(Rj
k+1).

The critical range for Ri
k+1 isMax(d(sm+1, sm+2), d(sm+2, sm+3), . . ., d(si−2,

si−1)). By Lemma 6, m = m′. So, the critical range for Rj
k+1 is Max(d(sm+1,

sm+2), d(sm+2, sm+3), . . ., d(sj−2, sj−1)). As the latter set of distances is a sub-
set of the former set of distances, the critical range of Rj

k+1 ≤ critical range of
Ri

k+1. Thus, the lemma follows. ��

In our modified algorithm, we start with Rk = {ρk(s1), ρk(s2), . . . , ρk(sm)},
and the set of radio stations Sk whose assigned range is beyond sk. We consider
each member in sj ∈ Sk from right to left, and test it by extending its range
for 1-hop connection with sk+1. We use four temporary scalar locations, namely
i∗, opt, m and cr. Initially, i∗ = k; opt contains the optimum cost of Ri∗

k+1; m
and cr contain respectively the covering index and critical range for si∗ . While
considering sj ∈ Sk, j < i∗, if d(sj , sk+1) ≤ d(sm, sj), then extending range
of sj is not cost-effective (by Lemma 7); so, we would not compute Rj

k+1. If
d(sj , sk+1) > d(sm, sj), we start scanning from sm towards left to find the cov-
ering index (say m′) for sj . But, after identifying the covering index m′, we need
to consider every element in Sm′ for its 1-hop connection with sm′−1 to restore
the strong connectivity of the communication graph. At each step, the critical
range cr′ is identified as described in the earlier subsection, and the optimal cost
for Rj

k+1 is computed as follows:

opt′ = opt−((d(si∗ , sk+1))2 − (ρ(si∗))2) + ((d(sj , sk+1))2 − (ρ(sj))2)
+((d(scr, scr+1))2 − (d(scr′ , scr′+1))2)

If opt′ < opt, then all the temporary fields need to be updated appropriately.
The process continues until Sk is empty or m = 1. Finally, another pass is
required to compute Ri∗

k+1 = {ρk+1(s1), ρk+1(s2), . . . , ρk+1(sk+1)}, which will
be stored in Rk+1 for further use.

3.3 Complexity

In order to obtain the time complexity of computing Rk+1, we need to assume
the worst case situation where no element sα ∈ Sk exists with ρk

α ≥ d(sα, sk+1).
Here, the range of one member, say si ∈ Sk, needs to be increased (i.e. ρk

i is to
be increased to ρk+1

i = d(si, sk+1) to communicate from Sk to sk+1. If Ti denote
the time needed to compute Ri

k+1, then the total time complexity of computing
Rk+1 is

∑
si∈Sk

Ti. We now calculate the worst case value of Ti.
As we have mentioned in Section 3.1, we compute covering-index m (see

Definition 4) by repeatedly applying Case (i). Each iteration of Case (i) resets
the ranges of the newly discovered elements in SSi, and identifies the left-cover
m. Thus, the total time for all the iterations of Case (i) is O(k + 1 −m), where
m is the covering-index for si.

Finally, if Case (ii) is reached (i.e., m = � = 1), the process terminates. If
Case (iii) takes place then exactly one element in sj ∈ SSi

L needs to be increased
to d(sj , sm−1). This may give birth to a critical range as mentioned in Definition
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5 and Lemma 5. Finally, computing the revised costs need another (i−m) time.
Thus, we have the following theorem stating the worst case time complexity of
the algorithm.

Theorem 1. The time complexity of our proposed algorithm for the optimal
range asignment of the 1D unbounded range assignment problem is O(n3) in the
worst case. The space complexity is O(n2).

Proof. As discussed earlier, the computation of Rk+1 needs
∑

si∈Sk
Ti time

where Ti is the time for computing Ri
k+1.

The total time for all the iterations of Case (i) for arriving either Case (ii)
or Case (iii) needs O(k) time in the worst case. Finally, if Case (ii) happens, the
time for the necessary update the ranges is O(k + 1). If Case (iii) takes place
with several node reaching sm but not sm−1 then for each of them the critical
index is to be searched. But the total time required remains O(k−m+ 1) since
the search for critical index proceeds from right to left in sequential manner.
Thus computation of Ri

k+1 needs O(k) time in the worst case. As |Sk| = k in the
worst case, the time required for computing Rk+1 is O(k2). The lemma follows
from the fact that the process needs n iterations for considering all the elements
in Sn in order. ��

4 Conclusion

The time complexity of the proposed algorithm isO(n3) which is an improvement
by a factor n for the unbounded version of 1D range assignment problem over its
existing result [9]. We mentioned Lemmata 6 and 7 for further accelarating the
algorithm, but could not use it to improve the time complexity result. We hope,
a careful analysis may improve both time and space complexity of the problem.
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Abstract. This paper presents optimal schemes for channel assignment
problem in wireless networks modeled as 2-dimensional square grids.
Given the reuse distance σ (an integer ≥ 5 ), using minimum number
of colors, our algorithm assigns colors(channels) to the vertices (radio
stations) in such a way that the color difference between the adjacent
vertices is at least 2, and two vertices x and y receive the same color only
when the distance between x and y is at least σ.

1 Introduction

Technology advances and rapid development of hand-held wireless systems has
facilitated the rapid growth of wireless communication and mobile computing.
The enormous growth of wireless networks has made the efficient use of the scarce
radio spectrum important (see [1],[5]). The Channel Assignment Problem
(CAP) is the task of assigning channels (frequencies) from a radio spectrum to a
set of radio stations, satisfying certain constraints. The main difficulty in efficient
use of the radio spectrum is the interference caused by unconstrained simul-
taneous transmissions. Interference can be eliminated (or at least reduced) by
means of suitable channel assignment techniques, which partition the given radio
spectrum into a set of disjoint channels that can be used simultaneously by the
stations which maintain acceptable radio signals. Since radio signals get attenu-
ated over distance, two stations in a network can use the same channel without
interferences provided the stations are spaced sufficiently apart. Stations that
use the same channels are called co-channel stations. The minimum distance
at which a channel can be reused with no interference is called the co-channel
reuse distance (or simply reuse distance) and is denoted by σ .
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In a dense network (i.e., a network where there are a large number of trans-
mitters and receivers in a small area), interference is more likely. Thus, reuse
distance needs to be high in such networks. Moreover, channels assigned to
nearby stations must be separated in value by at least a gap which is inversely
proportional to the distance between the two stations. A minimum channel
separation δi is required between channel assigned to stations at distance i
where i < σ, such that δi decreases when i increases. The purpose of channel
assignment algorithm is to assign channels to transmitters in such a way that

1. The co-channel reuse distance and the channel separation constraints are
satisfied, and

2. The span of the assignment, defined to be the difference between the highest
and the lowest channels assigned, is as small as possible.

The Channel Assignment Problem with Separation (CAPS) is known to be
NP-Hard [4],[8] and remains so for planar graphs, bipartite graphs, chordal
graphs, and split graphs (see [8]).

In this paper, we investigate the channel assignment problem for wireless
networks modelled as 2-dimensional square grids. We consider the case where
the channel separation is 1 for all but adjacent stations and 2 for adjacent sta-
tions.The motivations for the study of CAPS on 2-dimensional square grid are
as follows.

(i) The channel assignment problem for the d-dimensional square grid places
an upper bound on solution for the problem for a suitable d′-dimensional
cellular grid (see [2]), and the cellular grid are used in practice for wireless
network, and

(ii) It was left as an open problem in [2].

In this paper, we present optimal schemes for channel assignment modelled as
2-dimensional square grids for σ ≥ 5 with a channel separation of 2 for adjacent
stations. Optimal solution for the channel assignment problem in 2-dimensional
square grid for σ = 3 and 4 is presented in [2] and the problem was left open for
σ ≥ 5.

The rest of the paper is organized as follows. In section 2, we formally define
CAPS and discuss it on grids. Section 3 presents optimal schemes for channel
assignment in 2-dimensional square grid. We prove the correctness of schemes
and prove that it is optimal. Section 4 concludes the paper.

2 Channel Assignment Problem with Separation

The channel assignment problem with separation (CAPS) can be mod-
elled as an appropriate coloring problem on an undirected graph G = (V,E)
representing the network topology, whose vertices in V correspond to radio sta-
tions, and edges in E correspond to pair of stations that can hear each other’s
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transmission. Let d(x, y) denote the distance between the vertices x and y in G.
A k-coloring of a graph G=(V,E) is a function f : V → {0, 1, . . . , k}, such that
for all u, v ∈ V , f(u) 	= f(v) if uv ∈ E. The k-coloring problem of a graph is to
find a minimum integer k such that G has a k-coloring. CAPS, which can be
seen as a variant of k-coloring problem, is defined as follows:

CAPS (G, σ, δ)
Given an undirected graph G, an integer σ > 1, and a vector of positive
integers δ = (δ1, δ2, . . . , δσ−1), find an integer, g > 0, so that there is a
function f : V → {0, 1, . . . , g}, such that for all u, v ∈ V and for each i,
1 ≤ i ≤ σ − 1, if d(u, v) = i, then |f(u) − f(v)| ≥ δi.

This assignment is referred to as a g−L(δ1, δ2, . . . , δσ−1) coloring of the graph
G, and CAPS(G, σ, δ) is sometime referred to as the L(δ) coloring problem for
G. Note that, this coloring uses only (g+1) colors in the set {0, 1, . . . , g}, but does
not necessarily use all the (g + 1) colors. A g − L(δ1, δ2, . . . , δσ−1) coloring of G
is optimal iff g is the smallest number witnessing a solution for CAPS(G, σ, δ).

2.1 Grids

For any d-dimensional lattice1, L, the minimal distance in the lattice is denoted
by µ(L), (See [3],[6]). The infinite graph, denoted as G(L), corresponding to the
lattice L consists of the set of lattice points as vertices; each pair of lattice points
that are at a distance µ(L) constitute the edges of G(L). Henceforth, we will not
make a distinction between the lattice points in L and the corresponding vertices
in G(L). Given a lattice L, for any two points u and v ∈ L, let dG(L)(u, v) denote
the distance between vertices u and v in G(L).

The lattice Zd is the set of ordered d-tuples of integers. The graph, G(Z2)
is the 2-dimensional square grid. Now, V (G(Z2)) = {(x, y)|x, y ∈ Z}, and
E(G(Z2)) = {(x1, y1)(x2, y2)| |x1 − x2| + |y1 − y2| = 1}.

3 Coloring for G(Z2)

We first find a lower bounds on the coloring of G(Z2). We then present optimal
coloring schemes for G(Z2) for different σ with a separation constraint of 2 for
adjacent vertices.

3.1 Coloring Strategy

Before presenting the actual coloring scheme, we present an intuitive discussion
of the strategy that we will use to color G(Z2).

First we will provide a lower bound on the number of colors used to color
G(Z2) that is n(σ, 2). We will use the notation (x, y) to denote a vertex in G(Z2).

1 A lattice is a partially ordered set in which the least upper bound and greatest lower
bound exist for every pair of elements.
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The strategy used to color G(Z2) is to convert the coloring problem of the infinite
graph G(Z2) into coloring problem of some finite graph and by showing that the
solution for the infinite graph can be obtained by translating these vertices of
the finite graph, suitably. In this finite graph we identify the base segment on a
base line. The base line is the set of vertices {(x0, 0)|x0 is an integer}. The base-
segment is the set of vertices (x0, 0) with 0 ≤ x0 < nσ, where nσ is the number
of colors used to color G(Z2) optimally, with a reuse distance of σ. Note that
nσ ≥ n(σ, 2) as n(σ, 2) is the lower bound on the coloring. This base-segment is
translated to fill up the finite graph.

Let nσ be the total number of colors used to color the infinite graph G(Z2)
optimally with reuse distance σ. If we can give a coloring scheme for a finite
graph containing the points 0 ≤ x < nσ and 0 ≤ y < nσ which satisfies both
reuse and separation constraints, then the finite graph can be translated to color
the infinite graph G(Z2) optimally.

3.2 Lower Bound

Let n(σ, d) denote the minimum number of colors used to color G(Zd) with reuse
distance σ. The following lemma presents a lower bound on n(σ, d).

Lemma 3.2.1 [2]: n(σ, d) =n(σ, d− 1) + 2
�σ

2 �∑
i=1

n(σ − 2i, d− 1).
For d = 2, we have the following:

Lemma 3.2.2: n(σ, 2) =


σ2

2 if σ is even

σ2+1
2 if σ is odd

.

Proof: Let { . . . , v−n, v−(n−1), . . . , v1, v2, . . . , vn, . . . } be the vertices in Z such
that vi is joined to vi−1 and vi+1. Now d(vi, vi+j) ≤ σ − 1, for 1 ≤ j ≤ σ − 1.
So the vertices vi, vi +1, . . . , vi+σ−1 will receive different colors. The vertex vi+σ

can get the same color as the vertex vσ and this coloring scheme can be repeated
at vσ. Therefore n(σ, 1) = σ. Now,

n(σ, 2) = n(σ, 1) + 2
�σ

2 �∑
i=1

n(σ − 2i, 1), by Lemma 3.2.1

= σ + 2
�σ

2 �∑
i=1

(σ − 2i) = σ + 2
[
σ.

⌊
σ

2

⌋
−
⌊
σ

2

⌋(⌊
σ

2

⌋
+ 1

)]
.

If σ is even , then
⌊

σ
2

⌋
= σ

2 . n(σ, 2) = σ2

2 . If σ is odd, then
⌊

σ
2

⌋
=
(

σ−1
2

)
and

hence n(σ, 2) = σ2+1
2 . Hence the proof.

3.3 Optimal Coloring for σ ≥ 5

We would be dealing with odd σ and even σ separately. Let us denote by nσ the
lower bound on the coloring to color G(Z2) and let K be the shift in the color of
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the vertices. First we shall color the baseline segment, that is the set of vertices
{(x0, 0) | 0 ≤ x0 < nσ}. Below we present our coloring scheme for σ ≥ 5.

Grid Coloring Schemes

Scheme-I: σ even and ≥ 5 {
• For this scheme

� K = σ − 1.
� Define the coloring for the vertex (x0, 0) as

f(x0) =
{
nσ − 2x0 − 1 if x0 mod nσ ≤ nσ

2 − 1
2nσ − 2 − 2x0 if nσ

2 ≤ x0 mod nσ ≤ nσ − 1
• For any arbitrary vertex (x, y) the coloring is

� C(x, y) = f(x0) , where,

x0 =
{
x− (Ky mod nσ) if x− (Ky mod nσ) ≥ 0
nσ + (x− (Ky mod nσ)) if x− (Ky mod nσ) < 0

}

Scheme-II: σ odd and ≥ 5 {

• For this scheme
� K = nσ − 1.
� Define the coloring for the vertex (x0, 0) as

f(x0) =
{
nσ − 2 − 2x0 if x0 mod nσ ≤ nσ−3

2

2(nσ − 1 − x0) if nσ−1
2 ≤ x0 mod nσ ≤ nσ − 1

• For any arbitrary vertex (x, y) the coloring is
� C(x, y) = f(x0), where,

x0 =
{
x− (Ky mod nσ) if x− (Ky mod nσ) ≥ 0
nσ + (x− (Ky mod nσ)) if x− (Ky mod nσ) < 0

}

In the “Grid coloring schemes” the point on the base line, i.e., (x0, 0), and
the vertex in the line L just above the base line which will have the same color as
(x0, 0) is (x0 +K, 1). Also the point on the line just above the line L which will
have same color will be (x0 + 2K, 2) and proceeding so on we get, the vertices
having same color as (x0, 0) in the finite graph forms the set{(

[x0 + rK] mod nσ, r

)
r = 0, 1, . . . , nσ − 1

}
.
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Theorem 3.3.1. The Grid Coloring schemes satisfy the channel reuse con-
straints.

Proof: Consider two distinct vertices having the same color, i.e.
a = (x0 + r1K, r1) ; b = (x0 + r2K, r2), where r1 	= r2. then the distance.
d(a, b) = |r1K − r2K| + |r1 − r2| = |r1 − r2| (K + 1)

As the two vertices are distinct, we have |r1 − r2| ≥ 1.
Hence, d(a, b) ≥ K + 1,

Case(i): σ is even
Then, K = σ − 1. So,

d(a, b) ≥ (σ − 1) + 1 = σ.

Thus, d(a, b) ≥ σ. Thus the channel reuse constraint is satisfied for this
scheme..

Case(ii): σ is odd
Then, K = nσ − σ. So,

d(a, b) ≥ nσ − σ + 1,

=
σ2 + 1

2
− σ + 1 = σ +

(σ − 1)(σ − 3)
2

≥ σ [Because σ ≥ 5 ].
Thus, d(a, b) ≥ σ.

Hence, the channel reuse constraint is satisfied for the “Grid coloring
schemes”. .

Lemma 3.3.2. Let d be the distance between the vertices having consecutive
colors . Then for even σ, d ∈ {1

2 ,
nσ

2 ,
nσ−2

2 } and for odd σ, d ∈ {1
2 ,

nσ+1
2 , nσ−1

2 }.

Proof: Let (x0, 0), (y0, 0) be the vertices such that,

|f(x0) − f(y0)| = 1

Now d

(
(x0, 0), (y0, 0)

)
= |x0 − y0|.

Case (i): σ is even
Then,

f(x0) =
{
nσ − 2x0 − 1 if x0 mod nσ ≤ nσ

2 − 1
2nσ − 2 − 2x0 if n0

2 ≤ x0 mod nσ ≤ nσ − 1

Subcase(i) x0, y0 ≤ nσ

2 − 1
Then,

|f(x0) − f(y0)| = |(nσ − 2x0 − 1) − (nσ − 2y0 − 1)|,
= 2|x0 − y0|.
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Since|f(x0) − f(y0)| = 1 , we get

|x0 − y0| =
1
2
.

Subcase(ii) nσ

2 ≤ x0, y0 ≤ nσ − 1
Then,

|f(x0) − f(y0)| = |(2nσ − 2 − 2x0) − (2nσ − 2 − 2y0)|
= 2|x0 − y0|

Again|x0 − y0| =
1
2

Subcase(iii) x0 ≤ nσ

2 − 1 and nσ

2 ≤ y0 ≤ nσ − 1

Then, |f(x0) − f(y0)| = |(nσ − 2x0 − 1) − (2nσ − 2 − 2y0)|
= |2(y0 − x0) − nσ + 1|

Since |f(x0) − f(y0)| = 1 ,
we have |2(y0 − x0) − nσ + 1| = 1.

Then either 2(y0 − x0) − nσ + 1 = 1

⇒ |x0 − y0| =
nσ

2
.

or 2(y0 − x0) − nσ + 1 = −1,

⇒ |x0 − y0| =
∣∣∣∣nσ − 2

2

∣∣∣∣,
=
nσ − 2

2
.

Subcase(iv) y0 ≤ nσ

2 − 1 and nσ

2 ≤ x0 ≤ nσ − 1

Then, |f(x0) − f(y0)| = |(2nσ − 2 − 2x0) − (nσ − 2y0 − 1)|
= |2(y0 − x0) + nσ − 1|

Since, |f(x0) − f(y0)| = 1 ,
we have |2(y0 − x0) + nσ − 1| = 1.

Then, either 2(y0 − x0) + nσ − 1 = 1

⇒ |x0 − y0| =
∣∣∣∣2 − nσ

2

∣∣∣∣
=
nσ − 2

2
or, 2(y0 − x0) + nσ − 1 = −1

⇒ |x0 − y0| =
∣∣∣∣−nσ

2

∣∣∣∣
=
nσ

2
.
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Therefore, the distance between vertices having consecutive colors is either 1
2 or

nσ

2 or nσ−2
2 .

Case(ii) σ is odd

Using the similar analysis as in Case (i) and applying the definition for f(x0) for
this case, it is easy to show that the distance between vertices having consecutive
colors for the odd scheme is either 1

2 or nσ+1
2 or nσ−1

2 . .

However, note that the distance 1
2 between consecutive colors is not possible

as the distance between two vertices in G(Z2) is always an integer. Thus the
distance between consecutive color vertices is nσ

2 or nσ−2
2 for even σ; and it is

nσ+1
2 or nσ−1

2 for odd σ.

Theorem 3.3.3. The “Grid coloring schemes” satisfies channel separation con-
straint .

Proof: Let (x, y) be a vertex. The adjacent vertices of (x, y) are (x+ 1, y), (x−
1, y), (x, y + 1) and (x, y − 1). In order to show that the channel separation
constraint is satisfied it is enough to show that the vertices (x, y) and (x, y + 1)
do not have consecutive colors, as the other cases are easy. Now (x, y + 1) has
the same color as the vertex(

(x+ (y + 1)(nσ −K))mod nσ, y

)
.

So, we have to show that (x, y) and
(

(x+ (y + 1)(nσ −K))mod nσ, y

)
do not

have consecutive colors. It is sufficient to show this for the base line for which

y = 0. Therefore, the two vertices are (x, 0) and
(

(x+ nσ −K)mod nσ, 0
)

.

Case(i): x + nσ − K < nσ

Then the two vertices become (x, 0) and (x+ nσ −K, 0). Hence,

d

(
(x, 0), (x+ nσ −K, 0)

)
= nσ −K.

Subcase(i): σ is odd Then the distance between vertices having consecutive
colors is nσ+1

2 or nσ−1
2 . Also K = nσ − σ for odd σ, therefore nσ −K = σ.

Claim: nσ −K 	= nσ+1
2 and nσ −K 	= nσ−1

2 ,

i.e., σ 	= nσ + 1
2

and σ 	= nσ − 1
2

.

Proof: If possible, suppose σ = nσ−1
2

⇒ 2σ = σ2+1
2 − 1 [since nσ = σ2+1

2 for σ odd]
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⇒ σ2 − 4σ − 1 = 0, i.e. σ = 4.23 or − 0.47.
These values of σ are not possible because σ ≥ 5.

Now If possible, suppose σ = nσ+1
2 ,

⇒ 2σ = σ2+1
2 + 1[by definition of nσ]

⇒ σ2 − 4σ + 3 = 0, σ = 1 or 3.
These values of σ are not possible because σ ≥ 5
Thus in the case of odd “σ” the channel separation constraint is satisfied.

Subcase(ii): σ is even. Then the distance between vertices having consecutive
colors is nσ

2 or nσ−2
2 .

Also K = σ − 1, therefore nσ −K = nσ − σ + 1.
Claim: nσ − σ + 1 	= nσ

2 and nσ − σ + 1 	= nσ−2
2 .

Proof: If possible, suppose nσ − σ + 1 = nσ

2
⇒ nσ

2 − σ + 1 = 0
⇒ σ2

4 − σ + 1 = 0 [ since nσ = σ2

2 for σ even]
⇒ σ2 − 4σ + 4 = 0, i.e. σ = 2 .
This values of σ is not possible as σ ≥ 5.

Now If possible, suppose nσ − σ + 1 = nσ−2
2

⇒ nσ

2 − σ + 2 = 0
⇒ σ2

4 − σ + 2 = 0, i.e.σ2 − 4σ + 8 = 0.
This quadratic equation in σ has no real root implying these values of σ are not
possible because σ is real and takes integer values. Thus, for even σ also, the
channel separation constraint is satisfied.

Case(ii): nσ ≤ x + nσ − K ≤ 2nσ

Then (x+ nσ −K)mod nσ =(x+ nσ −K) − nσ = x−K.
Thus, the vertex (x, 1) will have the same color as (x−K, 0) and

the distance d
(

(x, 0), (x−K, 0)
)

= x− x+K = K.

Subcase(i): σ even In this case K = σ − 1.

Claim: σ − 1 	= nσ

2 and σ − 1 	= nσ−2
2 .

Proof: If possible, suppose σ − 1 = nσ

2

⇒ σ − 1 = σ2

4
⇒ σ2 − 4σ + 4 = 0, i.e. σ = 2.
These values of σ are not possible as we are taking σ ≥ 5.
Now if possible suppose, σ − 1 = nσ−2

2

⇒ σ = σ2

4
⇒ σ2 − 4σ = 0., i.e. σ = 0 or 4.
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These values of σ are also not possible as σ ≥ 5.

Thus Channel Separation Constraint is thus satisfied for even σ.

Subcase(ii): σ is odd Claim: nσ − σ 	= nσ+1
2 and nσ − σ 	= nσ−1

2 .
Proof: If possible, suppose nσ − σ = nσ+1

2
⇒ nσ

2 − σ − 1
2 = 0

⇒ σ2

4 − σ − 1
2 = 0 [by definition of nσ]

⇒ σ2 − 4σ − 2 = 0, i.e. σ = 4.45 or − 0.45.
These values of σ are not possible as we are taking σ ≥ 5.

Finally, if possible, suppose nσ − σ = nσ−1
2 ⇒ nσ

2 − σ + 1
2 = 0

⇒ σ2 − 4σ + 2 = 0, i.e. σ = 3.415 or 0.585.
These values of σ are not possible as we are taking σ ≥ 5. Thus the channel
separation constraint is satisfied for odd σ. .

Thus our Grid coloring schemes satisfy both the channel separation and
channel reuse constraints. Since the number of colors used matches to the
lower bound, our coloring is optimal.

We have considered infinite 2 − D square grid. However, for a finite 2 − D
grid our Grid coloring scheme optimally colors the grids in linear time.

4 Conclusion

In this paper, we have presented an optimal scheme for channel assignment
problem in wireless Networks modeled as 2-dimensional square grids for reuse
distance σ ≥ 5. It would be interesting to solve the Channel Assignment Problem
with Separation for higher dimensional grids.
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Abstract. A new deterministic broadcast protocol for an ad hoc network is pro-
posed in this paper which avoids re-computation of the transmission schedule,
even when the topology of the network changes due to the mobility of the nodes.
The basic idea is to use a successive partitioning scheme by representing the iden-
tifier of each node (an integer) in an arbitrarily chosen radix system; the protocol
then computes the specific time slots in which a particular node should transmit
its message. The proposed protocol is simple, easy to implement and needs lesser
broadcast time than that in [BBC99].

1 Introduction

Mobile ad hoc networks are being increasingly used for military operations, law enforce-
ment, rescue missions, virtual class rooms, and local area networks. A mobile multi-hop
network consists of n identical mobile hosts (nodes) with unique identifiers 0, . . . , n−1.
These mobile hosts communicate among each other via a packet radio network. When
a node transmits (broadcasts) a message, the nodes in the coverage area of the sender
can simultaneously receive the message. A node i is called a neighbor of node j in the
network if node j is in the coverage area of node i. This relationship is time varying
since the nodes can and do move.

In this paper we consider the important problem of broadcasting in an ad hoc network;
braodcast is defined to be a process where a source node transmits a message to be
received by every node in the network (this is different from broadcast at the MAC layer
wherein we are just trying to reach all of our one-hop neighbors). In our model [BP97,
BBC99], the system consists of multi-hop time-slotted radio networks without collision
detection mechanism (although collision detection protocols have been proposed and
used in radio networks [LM87, BYGI92]). An important characteristic of this model is
that the nodes share the same transmission channel; thus, collision is possible when more
than one neighbor transmit at the same time slot (round)1 and correct message reception
is prevented since there is no collision detection mechanism; the broadcast protocol
itself should guarantee the reception of messages in presence of possible collisions. The
model assumes the ad hoc network to be composed of a set of processors which may
be stationary or mobile and they communicate in synchronous time slots or rounds.
At any given time a node i can correctly receive a message from one of its neighbors,

1 we use slot and round interchangeably to mean the same thing.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 435–446, 2004.
c© Springer-Verlag Berlin Heidelberg 2004
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say j, iff j is the only neighbor of i transmitting at that time. The broadcast problem
in multi-hop networks have been extensively studied; various centralized, distributed,
deterministic and randomized algorithms have been proposed [BYGI92, LBA93, CK87,
Bas98, PR97]; excellent comparisons of these techniques are given in [BP97, BBC99].
Most of these algorithms do not consider the mobility of the nodes in the sense that they
do not account for the dynamic topology of the networks in any cost effective way. The
authors in [BBC99] first formulated the requirements of efficient broadcast protocols in
presence of node mobility. A broadcast protocol must be: (1) Mobility Independent (the
broadcast must be correctly completed independent of the knowledge of the identities
of the neighbors of a node and the mobility of the nodes), (2) Deterministic (an a priori
upper bound on the broadcast completion time can be ascertained), (3) Distributed
(the nodes execute the protocol without the knowledge of the topology of the entire
network), (4) Simple (computational overhead at each node is minimized). The authors in
[BBC99] then proposed a general algorithmic scheme to design broadcast protocol where
each node can compute its transmission schedule depending only on global network
parameters like n, the number of nodes in the network, D, the diameter of the network,
and ∆, the degree of the network. They also showed that their protocols are optimal in
light of the lower bounds established in [BP97].

In this paper, we propose a new deterministic distributed broadcast protocol that com-
pletes the broadcast in less time. In section 2, we introduce the system model [BBC99]
and describe the new protocol in section 3 using the successive partitioning scheme.
Section 4 compares the new protocol with those in [BBC99] while section 5 concludes
the paper.

2 System Model and Previous Work

A multi-hop ad hoc radio network is modeled by an undirected graphG = (V,E) where
V = {0, 1, · · · , n − 1} is the set of computing nodes and E is the set of bidirectional
edges (an edge exists between two nodes iff they are in the hearing range of each other).
The set of neighbors of node i is denoted by N(i) and ∆, the degree of the network
is defined as ∆ = maxi∈V |N(i)|. The diameter of the network D is defined to be
D = maxi,j∈V d(i, j) where d(i, j) is defined to be the number of hops between the
two nodes i and j. There is one distinguished node in the network, called the source s
(which is the initiator of the broadcast message); any node i, 0 ≤ d(s, i) = � ≤ D is said
to belong to the layer � of the network. A distributed deterministic broadcast protocol is
executed at each node and it should have the following characteristics:

– Execution time is discrete; the time axis is divided into frames, each frame being
made up of τ rounds (numbered 0 through τ − 1, where τ is the frame length. The
source node s transmits a message m before the start of any frame.

– In each round, any node is either a transmitter or a receiver. A node cannot transmit
a message unless it has received it. Before receiving the message, every node is set
to receive mode, and after receiving the message, every node is set always to the
transmit mode. A node can receive the message m iff at any round the node acts as
a receiver and exactly one of its neighbors transmits the message.
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– The transmission schedule of any node i is a priori computed deterministically by
using n, the identifier (ID) of the node i, and ∆ of the network. For this, every node
executes the following general protocol, where my id is the identifier of the node.

Protocol at node i:
find my slots (my id, n,∆)

– The broadcast is complete at round t of a frame f , iff all the nodes have been
informed of the message m by round t of frame f .

We make the following assumptions about the system of nodes in the ad hoc network
[BBC99].

1. Nodes are synchronized on a slot or round basis – each node has a counter which is
set to 0 at the beginning of each frame and is incremented by 1 at each subsequent
round.

2. When a node receives a messagem, it waits for the beginning of a new frame. At that
time, the counter is incremented at each time slot or round and the node transmits
according to its pre-determined transmitting slots in the frame.

3. The nodes which have received the message during the broadcast process are said to
be covered by the broadcast, and those which have not yet received the message are
called uncovered. At any phase of the broadcast, the sets of covered and uncovered
neighbors of a given node id will be denoted by Nc(id) and Nu(id), respectively. A
setC of covered nodes is termed as a conflicting set if there is at least one neighbor
common to all the nodes in C that has not yet received the message. It is assumed
that at least one node from a conflicting set remains in the hearing range of any
neighboring uncovered node. Also, the network never gets disconnected.

Remark 1.

1. The above scheme does the broadcast in a layer by layer fashion, i.e., all nodes at
layer �, 1 ≤ � ≤ D − 1, become informed of the message m before any node at
layer �+ 1.

2. The broadcast is complete in at most D × τ rounds.
3. The procedure to compute the transmission slots for each of the nodes should be

independent of the identity of the current neighbors of the node.

3 Proposed Approach

Each node transmits (broadcasts) messages only in some specific time slots. We need to
specify these time slots for each node so as to guarantee that no matter what the network
topology is, eventually every node would receive the broadcast message from only one
single node during at least one such time slot. Every node identifies these transmission
time slots by executing the protocol find my slots (my id, n,∆) which is done in the
following way. The set of nodes V is partitioned in some disjoint blocks following some
rule so that any given pair of nodes will be partitioned in two different blocks (call this as
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level 1 partitioning of V ). If ∆, the maximum number of neighbors of a node is 2, then
we associate a time slot (round) to each of these partition blocks, meaning thereby that
every node in a block will transmit its message during its assigned time slot or round.
This guarantees that a given pair of neighbors of a node will transmit at two different
rounds, and thus, we are done for ∆ = 2. If, however, ∆ ≥ 2, then each of the above
partition blocks (having size smaller than n) is further partitioned in disjoint blocks
following the same rule (call this as level 2 partitioning of V ). If ∆ ≤ 7, then we would
show that associating a unique time slot to each of these partition blocks generated after
level 2 partitioning of V would guarantee that there will be at least one time slot during
which only one of the neighbors of a given node will be transmitting. In general, if
$log2∆% = h, then we successively generate level i (2 ≤ i ≤ h) partitions of V from the
blocks of level i− 1 partition, assign a unique time slot to each of the generated blocks
after level h partition. We would show, in what follows, that this guarantees at least one
round in each frame during which every node would have only one of its ∆ neighbors
transmitting the message.

3.1 Successive Partitioning Scheme

The successive partitioning scheme is based on radix encoding of the node IDs in the set
V (integers 0 throughn−1). We assume a radix r, r ≥ 2 and we assume thatn = rm, for
some integer m, to simplify the discussions. Each node id ∈ V = {0, 1, 2, · · · , n− 1},
is converted into anm-digit code in radix r number system as id = dm−1 dm−2 · · · d0,
where 0 ≤ di ≤ r − 1, for all i, 0 ≤ i ≤ m − 1. Consider the di values of each node
for a specific i; the set V is partitioned into r disjoint blocks Bi(j), 0 ≤ j ≤ r− 1, i.e.,
di(id) = j ⇒ id ∈ Bi(j). Since there are m different digits (m different values of i),
we get m different partitions of V , each into r different blocks. Based on the value of
i-th digit in each id ∈ V , we partition V in r different disjoint blocks. Thus, if di(id) =
j, j = 0, 1, · · · , r − 1, then we place id in the block Bi(j) of the partition. Note that V
can be partitioned inm such ways, each induced by one digit position i, 0 ≤ i ≤ m−1.
The total number of blocks generated by these partitions is rm. A given id value is a
member of exactly m of these blocks.

Definition 1. The blocks Bi(j), 0 ≤ i ≤ m − 1, 0 ≤ j ≤ r − 1 will be called the
blocks of level-1 partitioning, and are denoted by P (1, k), k = 0, 1, · · · , rm − 1,
where P (1, k) = Bi(j) if k = ri+ j.Each block P (1, k), 0 ≤ k ≤ rm− 1, has exactly
n/r elements (nodes). Henceforth, we use only the P notation to denote the partition
blocks; the B notation was introduced to show the intuitive physical significance of the
partitioning blocks.

Example 1. Let n = 64 and r = 4 (See Figure 1). Hence, m = 3, i.e., each of the 64 id
values will be encoded in a 3-digit code in radix 4 system. The 0-th digit position (least
significant digit) induces the partition of V in four blocks, e.g., B0(0), B0(1), B0(2)
and B0(3), where B0(0) = (0, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, 52, 56, 60),
B0(1)= (1, 5, 9, 13, 17, 21, 25, 29, 33, 37,41, 45, 49, 53, 57, 61),B0(2) = (2, 6, 10, 14,
18, 22,26, 30, 34, 38, 42,46, 50, 54, 58, 62), andB0(3)=(3, 7, 11, 15, 19, 23,27, 31, 35,
39, 43, 47, 51, 55, 59, 63). Similarly, blocks B1(0), B1(1), B1(2) and B1(3) (induced
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by the next significant digit position) are given byB1(0) = (0, 1, 2, 3, 16, 17, 18, 19, 32,
33, 34, 35, 48, 49, 50, 51), B1(1) = (4, 5, 6, 7, 20, 21, 22, 23, 36, 37, 38, 39, 52, 53, 54,
55), B1(2) = (8, 9, 10, 11, 24, 25, 26, 27, 40, 41, 42, 43, 56, 57, 58, 59), and B1(3) =
(12, 13,14, 15, 28, 29, 30, 31,44, 45, 46, 47, 60,61, 62, 63). Similarly,B2(0) = (0, 1, 2,
· · · , 15), B2(1) = (16, 17, 18, · · · , 31), B2(2) = (32, 33, 34, · · · , 47), and B2(3) =
(48, 49, 50, · · · , 63). Thus, the level-1 partitioning is computed as P (1, 0) = B0(0),
P (1, 1) = B0(1), P (1, 2) = B0(2), P (1, 3) = B0(3), P (1, 4) = B1(0), P (1, 5) =
B1(1), P (1, 6) = B1(2), P (1, 7) = B1(3), P (1, 8) = B2(0), P (1, 9) = B2(1),
P (1, 10) = B2(2), P (1, 11) = B2(3). �

. . .

V = {0,2,3, ..., 63}

P(1,0) = {0,4,8,12,16,...,5
2,56,60}

P(2,0)={0,16,32,48} P(2,1) P(2,7)

. . .

. . .
P(1,1)={1,5,9,..,57,61}

P(2,8) P(2,95)={60,61,62,63}

P
(3

,3
8

0
)=

{6
0

}

P(2,88)P(2,9) P(2,15)

P
(3
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{0
}

P
(3

,1
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6

}

P
(3

,2
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{3
2

}

P
(3

,3
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{4
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}

P
(3

,3
8

1
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{6
1

}

P
(3

,3
8

2
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{6
2

}

P
(3

,3
8

3
)=

{6
3

}

. . .

P(1,11)={48,49,50,...,63}

Fig. 1. Partition Tree for n = 64 and r = 4

Lemma 1. For an arbitrary subset R of the set V , there exists at least one P (1, k), 0 ≤
k ≤ rm− 1, which contains at most $|R|/2% elements of R.

Proof. Consider the m-digit radix r codes of the elements in R. Since all these codes
are distinct, there exists at least one digit position which consists of at least two different
values v1 and v2, 0 ≤ v1, v2 ≤ r− 1 in all these codes. This means that the elements of
R will be placed in at least two different blocks of the partitions at level 1. One of these
blocks must contain at most $|R|/2% elements.

Lemma 2. Each element in any arbitrary block P (1, k), 0 ≤ k ≤ rm − 1 of level-1
partition can be uniquely re-coded by using onlym− 1 digits in radix r number system.



440 P.K. Srimani and B.P. Sinha

Proof. Let j = $k/r%. It follows from the definition that the block P (1, k) is induced by
j-th digit, dj , (0 ≤ j ≤ m−1) of the radix-r codes for the elements inV . Consider an el-
ement id ∈ P (1, k). Let them-digit code for id be dm−1dm−2 · · · dj+1djdj−1 · · · d0.
Since ∀ id ∈ P (1, k), the value of dj is same, it does not play any role in distinguishing
the elements inP (1, k). Thus, if we have a new (m−1)-digit code for each id inP (1, k)
given by dm−1dm−2 · · · dj+1dj−1 · · · d0, by removing the j-th digit in each code,
then these m− 1-digit codes are sufficient to uniquely identify the elements in P (1, k).
It follows from this process of re-coding that each element id ∈ P (1, k) is mapped to a
unique element id′ ∈ V1 = {0, 1, 2, · · · , n/r−1} by the following one-to-one and onto
mapping: id′ = ($α/rj+1%) × rj + α MOD rj , where α = id − dj × rj .

Example 2. In Example 1 (n= 64 and r = 4), considerP (1, 7)= (12, 13, 14, 15, 28, 29, 30,
31, 44, 45, 46, 47, 60, 61, 62, 63).We have j = $7/4% = 1. Considering them-digit radix-
r codes of each of these ids inP (1, 7), we see thatd1 = 3 for all these ids. Hence the set of
α values for these elements are {0, 1, 2, 3, 16, 17, 18, 19, 32, 33, 34, 35, 48, 49, 50, 51}.
The set of id′ values for these elements is{0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,12, 13, 14, 15},
which can be uniquely identified by 2-digit radix-4 codes as follows: 12: (0 0), 13: (0
1), 14: (0 2), 15: (0 3), 28: (1 0), 29: (1 1), 30: (1 2), 31: (1 3), 44: (2 0), 45: (2 1), 46:
(2 2), 47: (2 3), 60: (3 0), 61: (3 1), 62: (3 2), 63: (3 3). �

Consider any one of the blocks P (1, k), 0 ≤ k ≤ rm − 1, where each element
(integer) has a unique r-radix code using (m− 1) digits, dm−2dm−3 · · · d1d0. We apply
the partitioning process on each of these blocks using the digits similar to the level-1
partitioning we applied to the entire set V . We call this level-2 partitioning.

Definition 2. If we partition the elements of P (1, i), 0 ≤ i ≤ rm − 1, into r blocks
in (m − 1) different ways, each induced by a digit of the new (m − 1)-digit code, the
new blocks are called the blocks of level 2 partitioning. If a level-2 block is obtained
from P (1, k) induced by its j-th digit code dj , 0 ≤ j ≤ m − 2, such that dj = β,
0 ≤ β ≤ r−1, we denote this block by P (2, k), where k = r× (m−1)× i+r× j+β.

Example 3. Consider the previous example again. We have r(m − 1) = 8. Hence the
blocks from level-2 partitioning are given as P (2, 56) = (12, 28, 44, 60); P (2, 57) = (13,
29, 45, 61); P (2, 58) = (14, 30, 46, 62); P (2, 59) = (15, 31, 47, 63); P (2, 60) = (12, 13,
14, 15); P (2, 61) = (28, 29, 30, 31); P (2, 62) = (44, 45, 46, 47); P (2, 63) = (60, 61, 62,
63). �

Remark 2.

1. Each blockP (1, k) of level-1 partition generates r(m−1) blocks of level-2 partition.
The total number of blocks in level-2 partition is given by r2m(m− 1).

2. Each level-2 block, P (2, k), 0 ≤ k ≤ r2m(m− 1) − 1 is of size n/r2.
3. An arbitrary node id ∈ V will belong to exactlym(m−1) blocks of level-2 partition.

Lemma 3. Given any subset R of V such that |R| ≤ 2n/r, there exists a block
P (2, k), 0 ≤ k ≤ r2m(m− 1) − 1 which contains at most $|R|/4% elements of R.
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Proof. By Lemma 1, there exists a partition P (1, k), 0 ≤ k ≤ rm − 1 which contains
at most $|R|/2% ≤ n/r elements of R. This level-1 block P (1, k) is now subjected
to level-2 partitioning and by similar arguments as in the proof of Lemma 1, we get a
level-2 block of size $|R|/4%.

The partitioning process can now be generalized. We generate blocks of level-(i+1)
partition from the blocks of level-i partition, i ≥ 1, as follows. For each element id ∈
P (i, k), we compute j = $k/r% and α = id − dj × rj , where dm−i−1 · · · d0 is the
(m − i)-digit radix-r code of the element id. We then map id to id′ = ($α/rj+1%) ×
rj + α MOD rj , so that all the elements in P (i, k) are now mapped to a set of
integers {0, 1, ..., rm−i − 1} via a one-to-one and onto mapping. These id′ values,
corresponding to the elements of P (i, k), are used to re-code the elements of P (i, k)
into (m− i− 1)-digit radix-r numbers to generate the blocks of level-(i+ 1) partition.
This successive partitioning scheme is illustrated by a partition tree in which V is the
root with blocks P (1, k) as its children, and at every successive level i, P (i, k′) is a
child of P (i − 1, k), 1 < i ≤ m, iff P (i, k′) is obtained from the block P (i − 1, k).
An example partition tree for r = 4 and n = 64 is shown in Figure 1. Note that at
level i (root considered to be at level i = 0), we get the blocks P (i, k), 0 ≤ k ≤
ri×m×(m−1)× · · · ×(m−i+1)−1 corresponding to level-i partitioning.As before,
blocksP (i+1, k′) obtained fromP (i, k), i ≥ 1, are numbered with k′ from r(m−i)k to
r(m−i)(k+1)−1. The partitioning process is formalized as shown in Figure 2; note that
we assume the availability of a simple primitive (procedure) radix code(value, q, r,D)
wherevalue, q and r, are integer inputs, andD is a q-dimensional output array of integers;
it converts the integer “value" (0 ≤ value ≤ rq − 1) to a q-digit radix-r number and
stores the digits in locations D(0) through D(q) (from least significant digit to most
significant digit).

Lemma 4. Given an arbitrary subset R of V such that |R| ≤ n × ( 2
r )i for some

i, i ≥ 0, there exists a block P (i + 1, k), at level-(i + 1) partitioning, that contains at
most $|R|/2i+1% elements of R.

Proof. Since |R| ≤ n/(r/2)i, ∀ i ≥ 0, we can apply level-1 partitioning on elements
of R to get at least one block, say Rs, of size at most (n/2)/(r/2)i. If i ≥ 1, then
(n/2)/(r/2)i ≤ n/r, (for r ≥ 2) and hence, we can apply level-2 partitioning on block
Rs. We use induction on j, 1 ≤ j ≤ i+1 to show that it is possible to successively apply
level-1 through level-(i+1) partitioning on the smallest block at each step. The induction
hypothesis is true for j = 1 and j = 2. Assume it holds up to level-j partitioning. Hence,
after level j partitions (j < i + 1), we get at least one block, say R′

s, which contains
at most |R|/2j elements of R. Now |R′

s| ≤ 2i−jn/ri ≤ n/rj , since 2i−j ≤ ri−j . It is
now possible to apply level (j + 1) partitions on R′

s. Thus, the induction hypothesis is
verified to be true for all values of j up to i+ 1.

Theorem 1. Given any arbitrary subset R of V , 2h ≤ |R| ≤ 2h+1 − 1, h ≥ 0 and
n ≥ rh(2h+1 − 1)/2h, there exists at least one block of level-j partitioning, j ≤ h,
which contains only one element of R.



442 P.K. Srimani and B.P. Sinha

Proof. It follows from the previous discussions that every time we apply the partitioning
scheme corresponding to a specific level on a given set of elements, there will be at least
one block with no more than half the number of elements in the given set. Given that
2h ≤ |R| ≤ 2h+1 − 1, it follows that h many levels of partitioning are sufficient.
From Lemma 4, we see that for h successive levels of partitioning to be applied to
the smallest block derived from the previous partitioning step, |R| ≤ 2hn/rh, i.e.,
2h+1 − 1 ≤ 2hn/rh. Hence the theorem.

Example 4. Let n = 64, r = 4 and R = {0, 1, 2, 4, 5, 6, 16, 17, 18, 20, 22, 32, 33, 34, 36}.
Since there are 15 elements in R, h = 3 for this example. Applying level-1 partitioning,
the partition blocks derived fromR are : (0, 4, 16, 20, 32, 36), (1, 5, 17, 33), (2, 6, 18, 22,
34); (0, 1, 2, 16, 17, 18, 32, 33, 34), (4, 5, 6, 20, 22, 36); (0, 1, 2, 4, 5, 6), (16, 17, 18, 20,
22), (32, 33, 34, 36). The smallest cardinality of all these blocks is 4. Consider a smallest
block, say (32, 33, 34, 36). The elements in this block will first be mapped as 32 → 0,
33 → 1, 34 → 2, and 36 → 4. Then these will be recoded in radix 4 system as follows:
32: (0 0), 33: (0 1), 34: (0 2), 36: (1 0). Level-2 partitioning then generates the following
blocks from (32, 33, 34, 36): (32, 36), (33), (34); (32, 33, 34), (36). Thus, another level
of partitioning is not even necessary to generate a singleton block from R. �

3.2 Transmission Schedule

We use the successive partitioning scheme, developed in the previous section, to design
the transmission schedule of an arbitrary node in an ad hoc network. Consider a given
node with identification number my id; the node knows only its own identification

Procedure find partition (value, i, h, offset , Flag) ;
begin

radix code(value, m− i+ 1, r, D);
for j := 0 to m− i do

begin
temp← r × (j − 1) +D(j);
set Flag(i, offset + temp) ← 1;
if i ≤ h− 1 then

begin
value← value−D(j) × rj ;
value← (value DIV rj+1) × rj + value MOD rj ;
offset ← r × (m− i) × temp;
find partition(value, i+ 1, h, offset , Flag);
end;

end
end

end procedure;

Fig. 2. Partitioning Algorithm
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number and n, total number of nodes in the network and ∆, the degree of the network.
Given ∆, we compute h such that 2h ≤ ∆ < 2h+1. The node then computes the
blocks of the level-h partitioning, P (h, k), 0 ≤ k ≤ rh m!

(m−h)! − 1. In each frame, the
node with identification number my id will transmit during a time slot or round k iff
my id ∈ P (h, k). The details of the pseudo-code for the protocol to be used at each
node to compute its own transmission slot or round is given in Figure 3. Note that Flag[]
is a two dimensional array and T [] is a one-dimensional array; Flag(i, j) is set to 1 iff
my id value of a node belongs to the block P (i, j), and T (k) is set to 1 iff Flag(h, k)
is set to 1. Flag and T are both initialized to all zero values. The variable offset is used
for properly numbering the partition blocks at any level.

procedure compute slot (Flag, h, T );
begin

for k := 0 to [rh × m × (m − 1) × · · · × (m − h + 1) − 1] do
if Flag(h, k) = 1 then T (k) ← 1;

end
end procedure;
procedure find my slots(my id, n, ∆);

begin
h = �log2 ∆�;
offset ← 0;
Flag ← 0; /*initializes the two-dimensional array Flag(i, k) */
T ← 0; /*initializes the one-dimensional array T (i) to all zero values */
find partition (my id, 1, h, offset , Flag);
compute slot(Flag, h, T );

end procedure

/* code to be exceuted by each node having my id as its identifier */

begin
h = �log2 ∆�;
max slot number ← rh × m × (m − 1) × · · · × (m − h + 1) − 1
find my slots(my id, n, ∆);
for frame number := 1 to D − 1 do

for i := 0 to max slot number do
if T (i) = 1 then transmit the message;

end.

Fig. 3. Transmission protocol at each node

Theorem 2. Consider a node x which has not received the message at the beginning
of a frame and there is at least one node y, that has the message, among the set R
of neighbors of node x. During this frame, there exists at least one time slot T (k),
0 ≤ k ≤ rh m!

(m−h)! − 1, when exactly one of the informed neighbors of node x will
transmit the message and node x will receive it correctly (without collision).
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Proof. Let R be the set of neighbors of node x that are informed (i.e., already have
the message to transmit) at the beginning of the frame. Clearly, |R| ≤ ∆. Consider the
blocks P (h, k), 0 ≤ k ≤ rh m!

(m−h)! − 1, generated by level-h partitioning of the vertex
set V ; by Theorem 1, there exists at least one k such that block P (h, k) contains only
one element of the set R. So, during time slot T (k), exactly one node from the set R
will transmit and node x will correctly receive the message.

Consider the entire broadcast process. The source node s transmits the message. All
its neighbors, set to receive mode, receive the message from s. Suppose the frames start
after this. That means, all nodes of layer 1 have the message received at the beginning of
frame 1. These nodes will then be set to transmit mode so that they would now transmit
the message in their respective time slots of frame 1 as specified above. Since any node
in layer 2 will have at most ∆ neighbors in layer 1, it follows that after the completion
of frame 1 transmissions, all nodes in layer 2 will receive the message. This process
continues for the successive layers so that at the beginning of frame i, i ≥ 2, all nodes
in layer i have received the message successfully and they are ready to transmit the
message during frame i at their respective time slots. By theorem 2, it follows that all
nodes in layer i + 1 will receive the message at the end of frame i. Thus, at the end of
frame D − 1, all nodes of the layer D of the network will receive the message, and the
broadcast is complete. Hence, we have the following result.

Theorem 3. The broadcast process completes in (D − 1) frames consisting of a total
of (D − 1) × τ rounds (where τ = rh m!

(m−h)! ), or in O(Drh logh
r n) time.

Remark 3. In light of the Ω(D log n) lower bound [BP97] for deterministic distributed
broadcast protocol in mobile multi-hop networks, our bound as given in Theorem 3 is
tight when h = 1, i.e., for networks with ∆ = 3.

Remark 4. It is to be noted that for radix r = 2 the frame length needed by our protocol
(Theorem 3) is exactly the same as that needed by the protocol Division of [BBC99].

Theorem 4. Our protocol is resilient to node mobility as long as mobility assumption
(section 2, assumption 3) is valid.

Proof. By assumption, when the nodes are mobile, the network never gets disconnected,
and at least one node from a conflicting set always remains in the hearing range of any
neighboring uncovered node. Now, consider the situation after frame i, i ≥ 1. At this
stage, because of the layer by layer fashion of broadcast, the nodes in the conflicting sets
constitute the last layer of nodes which have so far received the message. The neighboring
uncovered nodes of each conflicting set would be a member of the next layer of nodes.

4 Comparison with Protocols in [BBC99]

Authors in [BBC99] have proposed two protocols for deterministic distributed broadcast
in multi-hop mobile ad hoc networks. Our purpose in this section is to demonstrate the
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Table 1. Number of Rounds τ in a Frame for Different n,.r, ∆

relative superiority of our proposed protocol over these two existing protocols. Note that
all three protocols operate under exactly the same system model; specifically each of
these protocols executes the broadcast in a layer by layer fashion using the same frame
length at each layer; thus the frame length τ is used as the performance metric for the
protocols. The first protocol of [BBC99], called Simple does not use ∆, the degree of
the network; thus the frame length does not depend on ∆; the frame length is always n.
The protocol Division of [BBC99] does use ∆ as does our proposed protocol; the frame
length required by Division is same as that needed by our protocol when we choose
r = 2 (Remark 4). Our proposed protocol has the added advantage of tuning the value
of r to suit a particular value of given ∆ in order to reduce the frame length. Table 1
shows the required number of rounds (τ ) per frame by the proposed scheme for different
values of n, r and ∆ (the values of τ shown for r = 2 are also equal to the number of
rounds per frame needed by the Division protocol of [BBC99]). The minimum value of
τ for a given value of n and ∆ (over possible choices of r) is shown by bold entries in
the table. Out of these minimum values, those which are smaller than the corresponding
values of n, are also boxed by rectangles. We make the following observations:

– As noted in [BBC99], the Division protocol remains better than the Simple protocol
as long as h < log2 n/(log2 log2 n+ 1) (since for larger h values the frame length,
τ , exceeds n); note that this bound on h is approximate and not exact. Our protocol
remains better than the Simple protocol as long as h < logr n/(logr logr n+1) (the
bound is approximate, not exact) by suitably choosing r. For higher values of n, the
range of h and hence that of ∆ over which the protocol remains better than Simple
is larger in our protocol. For example, for n = 16384, and ∆ = 15 (corresponding
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to h = 4), frame length τ for our protocol is 13440 (< n) (by choosing r = 4)
compared to 17472 for the Division protocol (r = 2 in our protocol).

– For lower values of ∆ (corresponding to when h < logr n/(logr logr n + 1) after
proper choice of r), frame length τ in our protocol is always less than or equal to
that in the Division protocol and in most cases substantially less. For example, for
n = 256 and ∆ = 7, the minimum τ is 192 (for r = 4) which is smaller than the
corresponding value of 224 for the Division protocol. This improvement is more
prominent for larger values of n and ∆. For example, for n = 4194304 and ∆ = 31,
the minimum value of τ in our method is 1945944 (r = 3), while the number of
rounds needed in the Division is 2808960.
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Abstract. In ad hoc networks, node mobility causes the network topol-
ogy to change dynamically over time, which complicates important tasks
such as routing and flow control. We propose a distributed scheme for ac-
curately and efficiently tracking the mobility of nodes in ad hoc networks.
A first-order autoregressive model is used to represent the evolution of
the mobility state of each node, which consists of position, velocity, and
acceleration. Each node uses an extended Kalman filter to estimate its
mobility state by incorporating network-based signal measurements and
the position estimates of the neighbor nodes. Neighbor nodes exchange
their position estimates periodically by means of HELLO packets. Each
node re-estimates its mobility model parameters, allowing the scheme to
adapt to changing mobility characteristics. In practice, a small number
of reference nodes with known coordinates is required for accurate mo-
bility tracking. Simulation results validate the accuracy of the proposed
tracking scheme.

1 Introduction

The absence of a fixed infrastructure in mobile ad hoc networks makes them
suitable for applications such as military battlefields, disaster relief, emergency
situations, and low cost commercial communication systems. However, the flexi-
bility of a highly dynamic ad hoc network complicates important network control
and management tasks such as routing, flow control, and power management.
The mobility of nodes leads to dynamic changes in link availability, resulting in
frequent route failures. This can adversely affect network performance in terms
of increased packet loss or delay. If the dynamics of the network topology could
be predicted in advance, a route discovery mechanism could select paths that
were more stable or long-lived in order to avoid or reduce route failures. In ad hoc
networks, the network topology dynamics can be inferred from the mobility of
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the nodes. Therefore, a mechanism to track node mobility could be of significant
benefit to resource management in ad hoc networks.

We present a distributed scheme to accurately track real-time node mobility
in an ad hoc network in terms of an autoregressive model (AR-1) of mobility
[1]. The AR-1 model is sufficiently simple to enable real-time mobility tracking,
but general enough to accurately capture the characteristics of realistic mobil-
ity patterns in wireless networks. Some of the more prominent mobility models
(cf. [2]) that have been proposed in the literature include random walk models,
the random waypoint model, Gauss-Markov models, and linear system models.
The random walk and random waypoint models have the important feature of
simplicity, making them amenable for use in simulations and in some cases ana-
lytical modeling of wireless network behavior. However, recent work has shown
that such models do not accurately represent actual user trajectories in real
wireless networks [3]. Consequently, such models may result in misleading char-
acterizations of network performance. Moreover, such models are not sufficiently
rich to enable accurate and precise real-time mobility tracking.

A linear system model of mobility can capture the characteristics of realis-
tic mobile trajectories and has been applied to real-time mobility tracking for
cellular and ad hoc networks [4, 5]. However, the specification of an optimal
set of linear system model parameters is not straightforward. Mobility tracking
schemes derived from the linear dynamic system model perform well as long as
the model parameters match the mobility characteristics of the user. However,
they cannot adapt to significant changes in the model parameters over time. The
AR-1 model has a similar structure to the linear system model. An important
feature of the AR-1 model is that optimal parameter estimates for the model
can be determined efficiently via the Yule-Walker equations [6].

Our proposed mobility estimation scheme integrates optimal parameter es-
timation via the Yule-Walker equations with mobility state estimation using
Kalman filtering. The mobility state estimation scheme utilizes network-based
signal measurements, such as received signal strength indicators (RSSI) or time-
of-arrival of signals (TOA), to infer relative distances between neighbor nodes.
A key feature of the proposed tracking scheme is that it provides estimates of
position, velocity, and acceleration for each node. The algorithm is distributed
and computationally feasible for real-time tracking applications, as it requires
that each node performs a constant number of Kalman filtering and Yule-Walker
steps at each estimation instant. Further, the mobility information generated by
the tracking scheme can be used to predict future mobility behavior and hence
future link availability in an ad hoc network.

The integrated mobility estimation scheme can adapt to changes in the mo-
bility characteristics over time, since the model parameters are continuously
re-estimated using new observation data. Moreover, the tracking scheme incurs
relatively low communication overhead, which consists of periodic broadcasts of
short HELLO messages containing mobility state information. Each node exe-
cutes a Kalman filter to track its mobility state based on the observation data
received from neighbor nodes. The accuracy of the tracking scheme improves as
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the nodal density increases. The presence of a small number of reference nodes
with known coordinates in the network is needed to maintain accurate mobility
tracking performance.

Several location estimation algorithms have been proposed in the literature
for ad hoc wireless networks. The global positioning system (GPS) has been
applied to location-aided services in ad hoc networks [7, 8, 9]. This technology
has some limitations, as GPS receivers require a clear view of the sky in the
line-of-sight of the satellites, which precludes their use in indoor or RF-shadowed
environments. Moreover, the size, energy consumption, and cost of GPS receivers
can make them impractical for some types of ad hoc networks or for certain types
of nodes in an ad hoc network. In [10], position estimates of the network nodes
or terminodes (terminals plus nodes) are obtained by triangulating TOA signals.
However, the implementation of this scheme has significant overhead and delay
problems due to the need to coordinate network topology information among
the mobile nodes.

Other approaches to location tracking using network-based signal measure-
ments require a relatively large number of reference nodes with known coor-
dinates placed throughout the network [11, 12]. The location tracking scheme
proposed in [11] uses angle-of-arrival (AOA) measurements to triangulate the
position of nodes in the network. The mobility tracking scheme proposed in [12]
is closest in spirit to the scheme proposed in the present paper in that it em-
ploys Kalman-filtering based on a dynamic system model of mobility. However,
the scheme of [12] relies on the presence of at least three special references nodes
with known coordinates for each mobile node. In contrast, our proposed tracking
scheme requires the presence of a small number of reference nodes, i.e., at least
two reference nodes, in the network. Moreover, the scheme of [12] assumes that
the model parameters are known, whereas our scheme re-estimates the model
parameters at each estimation cycle.

The work described in the present paper extends the AR-1 model-based mo-
bility tracking scheme developed for cellular networks in [1] and the linear system
model-based tracking scheme for ad hoc networks in [5]. Unlike cellular networks,
ad hoc networks do not have fixed base stations with known coordinates which
the mobile units can use as reference points. The relay points in an ad hoc
network are generally themselves mobile and their coordinates must also be es-
timated. Thus, the problem of accurate mobility estimation is more challenging
in an ad hoc network. The mobility tracking scheme presented here effectively
deals with the constraints imposed by the ad hoc networking environment. The
algorithm proposed in the present paper differs from the one presented in our
earlier paper [5] in the following aspects: 1) the mobility model used is the AR-
1 model, which supports adaptive re-estimation of model parameters, rather
than the linear system model; 2) the Kalman filter-based state estimation is
distributed among the nodes.

The remainder of the paper is organized as follows. Section 2 reviews the lin-
ear system model of mobility as well as the AR-1 mobility model of [1]. Section
3 presents our distributed mobility tracking algorithm. Some representative nu-
merical results are discussed in section 4. Finally, section 5 concludes the paper.
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2 Mobility Models

In this section, we briefly describe two mobility models: the linear system model
(cf. [4]) and the AR-1 mobility model introduced in [1]. The AR-1 model provides
the basis for our proposed mobility tracking scheme as discussed in section 3.
The linear system model is used to generate mobility patterns for our simulation
experiments presented in section 4.

2.1 Linear System Mobility Model

The linear system model has been applied to tracking dynamic targets in [13, 14]
and location tracking in cellular networks [4, 15, 16]. The mobile unit’s state at
time n is defined by a (column) vector1

sn,i = [xn,i, ẋn,i, ẍn,i, yn,i, ẏn,i, ÿn,i]′, (1)

where xn,i and yn,i specify the position, ẋn,i and ẏn,i specify the velocity, and
ẍn,i and ÿn,i specify the acceleration of the mobile node Ni at time n in the x
and y directions in a two-dimensional grid. The discrete-time state equation of
the linear dynamic system is given by

sn+1,i = Asn,i +Bun + wn, (2)

where un = [ux,n, uy,n]′ is a vector of two independent semi-Markov processes
and the process wn is a 6 × 1 discrete-time zero mean, stationary Gaussian
vector with autocorrelation function Rw(k) = δkQ, where δ0 = 1 and δk = 0
when k 	= 0, and Q is the covariance matrix of wn. The matrices A, B, and
Q depend on the sampling time interval T and another parameter α, which is
defined as the reciprocal of the acceleration time constant (see [15]).

The specification of an optimal set of linear system model parameters, i.e., α
and the semi-Markov processes ux,n and uy,n is not straightforward in general.
Mobility tracking schemes derived from the linear dynamic system model are
accurate as long as the model parameters match the mobility characteristics
of the user. However, they cannot adapt to significant changes in the model
parameters over time.

2.2 AR-1 Mobility Model

The AR-1 mobility model differs from the linear system model in that the semi-
Markov processes, i.e., ux,n and uy,n, are not incorporated in state evolution.
In the AR-1 mobility model [1], the mobility state of node Ni at time n is also
defined by (1). The AR-1 model for the mobility state sn,i of node Ni is given
as follows:

sn+1,i = Aisn,i + wn,i, (3)

1 The notation ′ indicates the matrix transpose operator.
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where Ai is a 6×6 transformation matrix, the vector wn,i is a 6×1 discrete-time
zero mean, white Gaussian process with auto-covariance matrix Qi. Numerical
experiments with the real mobility data of mobile stations (cf. [1]) indicate that
the AR-1 model is sufficient to describe the movement dynamics of nodes in
a mobile networking environment. In the AR-1 model, the matrix Ai and the
covariance matrix Qi are completely general and can be estimated based on
training data using the Yule-Walker equations [6]. This allows the model to
accurately characterize a wide class of mobility patterns. Using the Yule-Walker
equations (see [1]), a MMSE (Minimum Mean Squared Error) estimate of Ai,
denoted by Â

(n)
i , where n specifies the amount of training data available, can

be obtained from the mobility state data s1,i, · · · , sn,i. Similarly, an estimate,
Q̂

(n)
i , of the noise covariance matrix can be obtained.

3 Mobility Tracking Algorithm

In our proposed distributed mobility tracking scheme, each node tracks its own
mobility state using the signal strengths derived from packets received from
neighbor nodes. Fig. 1 shows a block diagram of the main components of the
mobility tracking algorithm to be executed at each node, in this case node N1.
The given node N1 requires partial knowledge of ŝn|n−1,j and Mn|n−1,j from its
neighbor nodes Nj , j = 0, 2, 3, in addition to the RSSI or TOA signal measure-
ments. We remark that not all elements of ŝn|n−1,j and Mn|n−1,j are used in the
mobility state estimation. The HELLO packets, transmitted once every estima-
tion cycle, contain the position estimates of Nj , i.e., the first and fourth elements
of the estimated mobility state vector (ŝn|n−1,j(1) and ŝn|n−1,j(4)) and their as-
sociated variances, i.e., Mn|n−1,j(1, 1) and Mn|n−1,j(4, 4), where the numbers in
parentheses indicate indices of the matrix. This position information can also be
piggybacked onto data packets if the data communication is already in process.
Thus, the communication overhead incurred by the distributed scheme is rela-
tively small and the computational overhead of the state estimation process is
distributed among the individual nodes.

Fig. 1. Block diagram of mobility tracking algorithm
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The observation vector on,1 is provided as input to a pre-filter module in
Fig. 1. Pre-filtering is done to reduce the noise in the observation data provided
as input to the estimation scheme. The pre-filter consists of an averaging filter
and outputs a vector of reduced-noise observations ôn,1 (cf. [16]). The output
of the pre-filter, ôn,1 is provided as input to both the initialization module and
the Kalman filter. The initialization module initializes the node’s positions in
a local coordinate system as described in [10]. The initial mobility state, i.e.,
ŝ0,1, consists of the initial position coordinates with the velocity and acceleration
components set to zero. The output ŝn,1 of the Kalman filter is the estimate of the
mobility state in the local coordinate system. Finally, the coordinate adjustment
module transforms the local state vector ŝn,1 into a global state vector s̄n,1.
Coordinate adjustment can be done using the scheme of [10], which uses standard
techniques of rotation and translation of cartesian coordinate systems. The state
estimates ŝn,i are used to re-estimate the AR-1 model parameters Â(n)

i and Q̂(n)
i

at time n. A recursive model parameter estimator for the AR-1 model is given
in [1].

3.1 Observation Vector

We assume that a given node N1 receives RSSI or TOA signals from three or
more neighboring mobile nodes. Observability arguments (cf. [16]) show that
Kalman filter-based estimation can yield meaningful state estimates with fewer
than three observations from fixed base stations with known locations, but track-
ing accuracy improves with the number of independent observations. For node
N1, an observation vector is constructed consisting of the three signal measure-
ments from neighbor nodes, i.e.,

on,1 =

{
(pn,10, pn,12, pn,13)′, for RSSI,
(τn,10, τn,12, τn,13)′, for TOA,

(4)

where pn,ij denotes the RSSI received at node Ni from node Nj and τn,ij denotes
the TOA measured at Ni from Nj . The general observation or measurement
equation in a wireless environment is written as follows:

on,ij = h(∆sn,ij) + ρn,ij , (5)

where h(·) is a nonlinear function that relates the state sn,ij to the observa-
tion data (either RSSI or TOA) and ρn,ij is a zero mean, stationary Gaussian
process(cf. [1]).

To apply the extended Kalman filter for estimating the state vector, the
observation on,ij can be linearized about the estimated state vectors2 ŝn|n−1,i

and ŝn|n−1,j (cf. [1]):

on,ij ≈ h(∆s∗
n,ij) +Hn,ij

(
∆sn,ij −∆s∗

n,ij

)
+ ρn,ij , (6)

2 We use the Kalman filter notation ŝn|n,i and ŝn|n−1,i to denote the state estimates
for Ni at time n given the observations vectors up to times n and n−1, respectively.
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where ∆s∗
n,ij = ŝn|n−1,i − ŝn|n−1,j and the vector Hn,ij is given by (cf. [1])

Hn,ij =
∂h

∂∆s

∣∣∣∆s=∆s∗
n,ij

. (7)

Define ζn,ij = Hn,ij(sn,j − ŝn|n−1,j). The conditional density of ζn,ij given
the previous observations can be approximated by a Gaussian density as follows:

f (ζn,ij |On,j) ∼ N (0,Hn,ijMn|n−1,jH
′
n,ij), (8)

where Mn|n−1,j = Cov[sn,j |On−1,j ]. The above expression uses the fact that the
conditional density of a mobility state given the observations can be approxi-
mated by a Gaussian density (cf. [17]), i.e., f (sn,j |On,j) ∼ N (ŝn|n,j ,Mn|n,j).
The expression for the conditional density can be verified easily using (3) and
(6). The linearized observation vector for node N1 is then given as

on,1 ≈ h(∆s∗
n,1) +Hn,1(sn,1 − ŝn|n−1,1) + ζn,1 + ρn,1, (9)

where

h(ŝn,1) = [h(∆ŝn,10), h(∆ŝn,12), h(∆ŝn,13)]′, Hn,1 = [H ′
n,10,H

′
n,12,H

′
n,13]

′,
ζn,1 = [ζn,10, ζn,12, ζn,13]′, ρn,1 = [ρn,10, ρn,12, ρn,13]′.

The noise terms ζn,1j and ρn,1j are zero-mean independent Gaussian dis-
tributed variables with variances σ2

ζ,1j and σ2
ρ, respectively.

3.2 Extended Kalman Filter

The steps in the extended Kalman filter are given as follows (cf. [18]). The
algorithm is executed on node N1 and N0, N2, and N3 are the neighbor nodes.

Initialization:

1. ŝ0|−1,1 is initialized as discussed in section 3.3
2. M0|−1,1 = I6

Recursive estimation (time n, n = 1, 2, · · · ):

1. Hn,1j = ∂h
∂∆s

∣∣
∆s=ŝn|n−1,1−ŝn|n−1,j

; j = 0, 2, 3
2. σ2

ζ,1j = Hn,1jMn|n−1,jH
′
n,1j ; j = 0, 2, 3

3. R1 = diag[σ2
ζ,10, σ

2
ζ,12, σ

2
ζ,13] + σ2

ρ ∗ I3
4. Kn,1 = Mn|n−1,1H

′
n,1(Hn,1Mn|n−1,1H

′
n,1 +R1)−1

5. ŝn|n,1 = ŝn|n−1,1 +Kn,1(ôn,1 − h(ŝn|n−1,1)) [Correction step]
6. ŝn+1|n,1 = A1ŝn|n,1 [Prediction step]
7. Mn|n,1 = (I −Kn,1Hn,1)Mn|n−1,1(I −Kn,1Hn,1)′ −Kn,1R1K

′
n,1

8. Mn+1|n,1 = A1Mn|n,1A
′
1 +Q1

where Ml|k,1 = Cov(sl|k,1), l = n, k ∈ {n, n−1}, Kn,1 is the Kalman gain matrix,
and R1 is the covariance matrix of the noise in measurements.
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3.3 Initialization Module

To create a coordinate system in the network, one of the nodes, say N0, assumes
the role of the origin. The origin node could be determined by a simple election
protocol. The origin nodeN0 then sets its position coordinates as (x0, y0) = (0, 0)
and chooses two of its neighbors, say nodes N1 and N2, respectively, to determine
the x and y axes of the local coordinate system. More precisely, N1 is chosen to
lie on the positive x axis and the coordinates of node N2 are chosen to have a
positive y-component. The coordinates of N1 and N2 are initialized as follows
(cf. [10]):

(x1, y1) = (d̂01, 0), (x2, y2) = (d̂02 cos θ12, d̂1,02 sin θ12),

where d̂ij = e(κj−ôn,ij)/10γ denotes the initial distance estimate between nodes

Ni and Nj , and θ12 = arccos
(
(d̂2

01 + d̂2
02 − d̂2

12)/2d̂01d̂02

)
denotes the angle from

the position vector corresponding to node N1 to that corresponding to N2, with
0 ≤ θ12 ≤ π. The coordinates (x1, y1) and (x2, y2) could be computed by the
origin node N0 and transmitted to nodes N1 and N2, respectively. After this
is done, the nodes N0, N1, and N2, completely determine a local coordinate
system. Once the coordinates of a given node have been initialized, the node
broadcasts its coordinates within its neighborhood. If a given node Nk has at
least three neighbors, Ni, Nj , Nl, with their coordinates already defined in the
local coordinate system (e.g., N0, N1, and N2), the node can initialize its position
coordinates via triangulation as follows:[

xk

yk

]
= 0.5

[
xi − xj yi − yj

xi − xl yi − yl

]−1
[
−d̂2

ik + d̂2
jk + x2

i − x2
j + y2

i − y2
j

−d̂2
ik + d̂2

lk + x2
i − x2

l + y2
i − y2

l

]
.

The initialization process starts at N0, i.e., the origin of the local coordinate
system and propagates outward until a maximal set of nodes in the network is
initialized within the coordinate system.

4 Numerical Results

In this section, we present some representative simulation results to demonstrate
the operation and performance of the proposed mobility tracking scheme.

4.1 Simulation Setup and Assumptions

The results presented here were obtained using a Matlab-based simulation model
of an ad hoc network comprised of 30 nodes. Random mobile trajectories for each
of the nodes were generated using the linear system model discussed in section
2.1. The first 50 position coordinates of each node are used to initialize the
AR-1 model parameters as described in section 2.2. An appropriate training
data set is required for proper initialization of the AR-1 model parameters. In
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our simulation experiments, each mobile trajectory contains almost 350 sample
points and the transmission range of all the nodes is assumed to be 400 m. Each
node uses signal measurements from all neighbor nodes to estimate its mobility
state.

RSSI measurements at time n were generated using the lognormal shadowing
fading model [19]:

pn,ij = κj − 10γ log(dn,ij) + ψn,ij , (10)

where pn,ij is the RSSI received at node Ni from node Nj , dn,ij is the distance
between the nodes, and ψn,ij is a zero mean, stationary Gaussian process with a
standard deviation of 4 dB. The parameter κj is assumed to be zero and γ is set
to 8. TOA measurements yield similar results to RSSI measurements (cf. [1]).
The difference in performance in real scenarios depends on the accuracy with
which the signal measurements are collected, especially in the case of TOA, and
on the accuracy of the assumed lognormal signal propagation model in the case
of RSSI.

The initial positions of these nodes are assumed to be uniformly distributed in
a square 600 m × 600 m area, but they are subsequently allowed to move outside
this area. The initial speed and acceleration, in each dimension, are assumed to
be zero for all nodes. The discrete-time interval is set as T = 0.1 s. The dynamic
system model parameters are set as follows: α = 1 s−1 and σ1 = 1 dB (cf. section
2.1). The discrete command processes ux(t) and uy(t) for the three mobile nodes
are independent semi-Markov processes, each taking on five possible levels of
acceleration comprising the set L = {−1,−0.5, 0, 0.5, 1} in units of m/s2. This
set of acceleration levels is capable of generating a wide range of dynamic motion.
The initial probability vector π for the semi-Markov model (SMM) governing
ux(t) and uy(t) is initialized to a uniform distribution. The elements of the
transition probability matrix for the SMM are initialized to a common value of
1/5. We assume that the dwell times in each state are uniformly distributed with
a common mean value of 2T s, where T is the sampling interval.

4.2 Mobility Estimation

A sample simulation result showing the tracking of 30 mobile nodes is illustrated
in Fig. 2, where the coordinates are represented in meters. The initial coordi-
nates of each node are marked with ∗, as shown in Fig. 2. The first 50 position
coordinates of each node are used to initialize the AR-1 model parameters Ai and
Qi for each node Ni. Fig. 2 shows mobility tracking results when two additional
stationary reference nodes are located at (0,−300) and (0, 300) (not shown in
Fig. 2). One node is selected to serve as the origin of the local coordinate system
and the two nodes closest to the origin are chosen to determine the x and y axes
of the local system. We note that the estimation error is larger for the nodes
moving further away from the rest of the nodes than the nodes which stay closer
to the other nodes. As nodes move further apart, there are fewer neighbor nodes
to provide independent observations. We also remark that tracking accuracy gen-
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Fig. 2. Mobility tracking with two reference nodes

erally improves with increasing nodal density, again since the presence of more
neighbors provides more observation data for the state estimation process.

We compared the performance of the proposed tracking scheme with a similar
tracking scheme based on the linear system model, in which the model parame-
ters are assumed to be known. Mobility tracking performance can be quantified in
terms of root mean square estimation error (RMSE). We use root mean squared
error (RMSE) as a figure of merit to compare a given trajectory {xn, yn} and
its estimated trajectory {x̂n, ŷn}:

RMSE =

√√√√ 1
N

N∑
n=1

[(x̂n − xn)2 + (ŷn − yn)2] (11)

Table 1 shows RMSE results for various scenarios in terms of the sample mean,
µRMSE , and standard deviation, σRMSE , of the RMSE statistic, which are com-
puted using 500 independently generated sample experiments. The first col-
umn in the table indicates the estimation scheme and the second column shows
the availability of model parameters. The third column indicates the standard
deviation, σψ, of the shadowing noise in the RSSI measurements. The table
shows that the integrated AR-1 estimator has a slightly larger mean RMSE
compared to the state estimator with complete knowledge of the linear system
model parameters. Interestingly, the standard deviation of the RMSE is smaller
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for the AR-1 based estimator. From Table 1, we also observe that increasing
the shadowing nodes tends to degrade tracking performance, but tracking per-
formance remains fairly stable even for a standard deviation of σψ = 8 dB.
Moreover, the presence of three reference nodes in the network improves the
accuracy of the estimator when compared against the case of two reference
nodes.

Table 1. RMSE of mobility tracking over 500 sample experiments

Estimation Scheme Model Parameters σψ (dB) µRMSE (m) σRMSE (m)
Linear System known 4 4.39 8.4
Integrated AR-1 with 2 references unknown 4 8.78 3.99
Integrated AR-1 with 3 references unknown 4 7.38 1.46
Linear System known 8 7.45 12.6
Integrated AR-1 with 2 references unknown 8 13.62 5.66
Integrated AR-1 with 3 references unknown 8 10.96 2.91

5 Conclusion

We have proposed a distributed scheme for tracking node mobility in ad hoc
networks based on an autoregressive model of mobility. The tracking scheme
estimates both the current mobility state and re-estimates the mobility model
parameters in an integrated fashion. Thus, the scheme does not require prior
knowledge of mobility model parameters and can adapt to wireless networking
scenarios where the mobility model parameters are not known or may change
with time. Simulation results show that the proposed tracking scheme performs
accurately under a variety of wireless networking scenarios with a small number
of reference nodes. The mobility tracking scheme can be applied in a variety
of scenarios to enhance the performance of routing, mobility management, and
resource allocation in mobile ad hoc networks. In ongoing work, we are inves-
tigating the application of the mobility tracking scheme to predict future link
availability in order to enable more efficient routing and improved quality-of-
service provisioning in ad hoc networks.
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Abstract. We present a deterministic broadcast algorithm for the class
of mobile ad hoc networks where the mobile nodes possess collision de-
tection capabilities. The algorithm is based on a breadth-first traversal
of the network, allows multiple transmissions in the same time slot and
completes broadcast in O(n log n) time in the worst case. It is mobility
resilient even for networks where topology changes are very frequent. The
idea of this broadcast algorithm is then extended to develop a gossiping
algorithm having O((n + D)D log n) worst case run time, where D is
the diameter of the network graph, which is an improvement over the
existing algorithms.

Keywords: mobile computing, ad hoc networks, deterministic broad-
cast, breadth-first broadcast, gossiping.

1 Introduction

In a single channel ad hoc network, all the nodes communicate over a unique
common radio frequency, and a message transmitted by a node reaches all its
neighbors (within its hearing zone) in the same time step. However, more than
one node may also start to transmit in the same time slot, and that would result
in the messages being garbled beyond recognition, which we term as a collision.
A node is said to have a collision detection capability if it can detect such garbled
messages. The nodes may or may not possess such collision detection capability.
Depending on this, there are two different models of message communication
protocols in ad hoc networks [17].

Important message communication problems involved in an ad hoc network
include broadcasting, multicasting and gossiping. The simplest broadcast algo-
rithm in an ad hoc network is round-robin, which works in O(nD) time steps,
where n is the total number of nodes in the network and D represents the di-
ameter of the network [4]. In [8], an O(n log2 n) time deterministic algorithm
for broadcasting was presented. O(D∆ log2 n)-time broadcast algorithms were
given in [10], [11], where ∆ represents the maximum node degree. For networks
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with large diameters, [13] presents a deterministic broadcast algorithm that re-
quires O(D + log5 n) time, with D = Ω(log5 n). The protocol in [5] completes
the broadcast in O(D log2 n) steps. [4] talks of another deterministic broadcast
protocol requiring O(D2h logh n) steps, where h is the minimum integer in the
range 1 ≤ h < log n, satisfying the inequality ∆ ≤ 2h+1 − 1.

In [3], a randomized broadcast protocol working in O(D log n+log2 n) time
was given which is optimal [16] for D ≤ n1−ε, where ε is any constant > 0.

Several results on deterministic and randomized gossiping algorithms are
available in the literature [7], [8], [9], [10], [11], [12], [14], [15]. In [8], the au-
thors showed the existence of an O(n3/2 log2 n) - time deterministic algorithm
(without any actual construction of the algorithm) for gossiping in ad hoc net-
works. In [9], a randomized distributed algorithm was presented that performs
radio gossiping in an expected time of O(n log4 n). Authors in [10], [11] pre-
sented a deterministic gossiping algorithm for unknown ad hoc radio networks
working in time O(D∆2 log3 n).

Most of the research works on designing protocols for broadcast in ad hoc
networks focus on the scenario where the nodes do not possess collision detection
capabilities. With the rapid advances in technology, mobile terminals with colli-
sion detection capabilities may soon become common in the future. Some results
on this are already reported in the literature [6], [1], [2]. In [1], [2], deterministic
broadcast algorithms based on depth-first broadcast in ad hoc networks with
collision detection capabilities of the mobile terminals have been presented. For
highly mobile networks, however, an execution time proportional to the number
of bits in the message is required for mobility resilience in [1], [2].

In this paper, we first present a deterministic algorithm for broadcast in ad
hoc networks with collision detection capabilities present at the mobile termi-
nals. The algorithm is based on breadth-first traversal of the nodes, which al-
lows simultaneous transmission by multiple nodes as opposed to the depth-first
broadcast in [2]. Although this may result in collisions at the receiving nodes,
the proposed algorithm can detect and take corrective measures to eventually
avoid collisions. This algorithm is mobility resilient and takes O(n log n) time in
the worst case. Compared to the algorithm in [4], the worst-case performance of
our proposed algorithm is better for high values of node degree ∆ and diameter
D.

We then propose a gossiping algorithm, extending the above idea of breadth-
first broadcast technique. The proposed gossiping algorithm completes in O(Dn
log n+D2 log n) time, which is better than the O(n3/2 log2 n) time needed by
the algorithm in [8]. For large values of ∆, the time complexity of this proposed
algorithm is comparable to the O(D∆2 log3 n) time algorithm in [11].

2 System Model

A radio network is defined as a directed graph with n vertices that represent
mobile terminals or processors. Each node is assigned a unique identifier from
the set {1, 2, . . . , n}. If the exact value of n is not known, then we can apply
the technique described in [8] to find an upper bound on the node id within a

.
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factor of 2. Initially the nodes do not possess any information about the network
topology. All communication links are assumed to be bi-directional. We say a
node v is neighbor of u, if they are within each other’s hearing zone. We assume
that the network is connected at all times. In the broadcast problem, one node is
distinguished as the source node (also termed as the root), which has a message
M to be broadcast.

There is a single channel over which all the nodes in the system transmit.
Time is assumed to be slotted and all transmissions are edge-triggered, that is,
they take place at time slot boundaries. In a particular time slot, a station can
transmit and/or listen to the channel.

It is assumed that the mobile terminals possess collision detection capabili-
ties. We introduce the concept of layers to help understand how the broadcast
message propagates in the network and how collisions are resolved. The source
node is the only node in layer 0, all nodes within the hearing zone of the source
node forming layer 1, and in general, all nodes within the hearing zone of the
nodes in layer i and which are not in layer i− 1, form the layer i+ 1, for i ≥ 1.

3 Breadth-First Broadcast

3.1 Preliminaries and the Basic Idea

A transmission of M by the source node will be received by all nodes in layer 1.
The nodes in layer 1 would then transmit the message to the nodes in layer 2.
However, at this point, a node in layer 2 may receive a collided message due to
simultaneous transmission from more than one node in layer 1. In general, such
a situation can also arise from simultaneous transmissions by nodes in different
layers in the same time slot. Our proposed protocol first identifies such a collision
at the receiving node through some appropriate acknowledgement signals from
the receiving node and then selectively drops out one or more of the transmitting
neighboring nodes (dropped out nodes do not transmit the message) at each of
the succeeding stages (what we term as rounds), so that eventually collision is
avoided at each of the receiving nodes.

At any instant of time, a node may be in any one of the four states described
below.
– receive : node is ready to receive data transmitted by any other node
– collision : node has received a collided message
– active : node has received the message correctly, but not transmitting it
– transmit : node will transmit the message

A round of transmission normally consists of (1) one or more slots for transmit-
ting the actual message, depending on the length of the message and (2) three
slots for receiving acknowledgement(s) from the neighboring nodes. However, as
explained below, some more control signal slots are used in a round at regular
intervals of time, in order to guarantee collision-free reception of the message by
all receiving nodes. The acknowledgement slots are :

– slot S for receiving an acknowledgement from the nodes which received the
message correctly without any collision.
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– slot C for receiving an acknowledgement from the receiving node(s), if the
corresponding receiving node(s) detected a collision.

– SlotN can be used to indicate either of the two situations : (i) for receiving an
acknowledgement which would indicate that it did not receive any message
(clean or collided) in this round although it received a collided message in
the previous round(s), or (ii) it is yet to receive anything (clean or collided)
in the message slot.

Every transmitting node takes decision depending only on the type of ac-
knowledgements received by it in the three slots S, C and N respectively, as-
sociated with the previous message transmission slot. If a transmitting node
receives an acknowledgement (which may come from a number of nodes in re-
ceive state) in slot S, it implies that the corresponding nodes in receive state
have received the message correctly without any collision. These receiving nodes
would become active in the successive rounds. If an acknowledgement is received
by the transmitting node in the C slot, it implies one or more of the receiving
nodes have experienced a collision during the previous message slot. Collision is
resolved by preventing some of the nodes from transmitting in the subsequent
rounds. However, such an action may cause some of the receiving nodes which
suffered collision, in not receiving the message in the immediate next round
(this may happen if all the neighboring transmitting nodes of a receiving node
are dropped out). At this point, the corresponding receiving node sends an ac-
knowledgement in N slot. The transmitting node(s) receiving an N ack, tries to
transmit again in the succeeding rounds so that eventually all neighboring nodes
receive the message correctly.

In general, it is possible that after a particular round, some nodes in a given
layer, say j, will receive the message correctly and hence, will become active,
while others in the same layer have experienced collision and so they are in
collision state. Two possible scenarios may arise :

1. While these active nodes in layer j start transmitting the message, their
messages can also reach some of the nodes of the same layer j which are still
in collision state. This would cause further problems in resolving collision due
to messages coming from the transmitting nodes of layer j−1. To avoid such
a situation and to simplify the collision resolution algorithm, an active node
in layer j would first test through some additional control signals (described
below), if it is a neighbor of any node of the same layer j in collision state. If
so, then this active node does not immediately move to the transmit state.

2. Consider the scenario consisting of 4 nodes, 3 in layer j (some of the nodes
in this layer are yet to receive the message correctly), and one in layer j + 1
(Fig. 1). Out of the 3 nodes in layer j, node v is active, and the other two
are in collision state. One of these nodes, x is adjacent to node v as well,
while the other node u is adjacent to the node w in layer j + 1 which is still
in receive state. Suppose v starts transmitting the message to w even when
u is in the collision state. It may happen that w receives a collided message
(due to transmission from some other active node(s) like v in layer j), and so
some of these nodes in layer j will be dropped from transmitting, depending
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on the bit pattern of their id’s. Essentially, we drop out all but the node
with the maximum id value, and this is done by successively scanning the
bit pattern of the node id from the most significant bit. It is to be noted that
the decision to drop out or move to transmit state is done in a completely
distributed fashion - each of the active nodes scan their id bits and take
the decision independent of other nodes. During this dropping out process,
node u may become active. Node u (because of its independent decision to
transmit) may now cause collision at w. The solution is to keep the node v
in active state until no node like w exists (which has some parent in collision
state in layer j).

 active state   collision state     collision state 
                                                                                    

   v    ����������	               x                             u           layer j 
                         ack2 
 
 
                             test signal                   ack1            ack2 
 
                       ack1 
 

               ack3                layer  j+1 
                                           w 
   receive state 

Fig. 1. Role of the Control Signals

To handle the above mentioned two scenarios, we introduce additional control
signals in a round to test if an active node v in layer j can move to transmit
state while satisfying the following two conditions,

1. without causing a collision to any node in the same receiving layer j, or
2. if its message is received by a node w (in receive state) at layer j + 1, then

whether w can also be in the hearing zone of some node, say u (in collision
state) at layer j.

We augment a round with four additional control slots as follows :

– test : 1-bit test signal sent by an active node only
– ack1 : 1-bit acknowledgement signal sent by a node in receive state which

received the test signal above
– ack2 : 1-bit acknowledgement signal sent by a node in collision state which

received either the test signal or ack1 signal
– ack3 : 1-bit signal sent by a node in receive state which got the test and ack2

signals

The overall structure of a round with the control signals is shown in Fig. 2. The
four control signals and the three acknowledgement signals S, C and N are each
1-bit long. To minimize overhead, these control signals are included in a round
only every log n rounds.

Additionally, for mobility resilience, the source node will repeat transmitting
the message every log n rounds. The complete stepwise broadcast algorithm is
described below. For details, the reader is referred to [1].
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test  ack1  ack2  ack3 
 

message 
 

S   C   N 

Fig. 2. Structure of a round

3.2 Algorithm bf broadcast

We use a local variable round count, initialized to 0, at each node to keep track
of the round number in which a node received M . The source node transmits its
round count variable along with the message. Subsequently, the source node and
all such nodes which have received the message correctly (i.e., the nodes in active
or transmit state), would increment their respective round count variables at the
start of successive rounds. Whenever a node transmits the message, the current
value of the roundcount at that node is appended with this transmitted message.
The following steps are executed by all nodes in parallel for broadcasting a
message.

Step 1 : (initialization) The source node sets its state to transmit. All other
nodes set their states to receive. The following steps are executed in each of the
successive rounds.
Step 2 : (actions taken by the source node) If round count MOD log n = 0,
then transmit M .
Step 3 : .(test for eligibility of an active node to move to transmit state). If the
state is active and round count MOD log n = 0, then execute the steps 3.1, 3.2
and 3.3.

Step 3.1 : Send a test signal (one of the four control signals) and wait for
ack2 or ack3 signals.

Step 3.2 : If neither ack2 or ack3 signals received in respective slots, then
node state changed to transmit, set transmission count= 0 and set scanned bit
position = log n− 1.

Step 3.3 : Increment round count by 1 and go back to Step 2 for next round.
Step 4 : .(transmit state actions) : If node state is transmit, then execute steps
4.1 to 4.5.

Step 4.1: If transmission count = 0, then transmit the message, increment
transmission count by 1, and wait for acknowledgement signals in the S, C and
N slots.

Step 4.2 : If an ack was received in the C slot of the preceding round, then
Step 4.2.1 : if the id bit value at the current scanned bit position
is 1 and the node transmitted the message in the immediate previous
round, then retransmit M , increment transmission count by 1,
decrement scanned bit position by 1, and look for S, C and N signals
again.

Step 4.3 : If an ack received in the N slot but not in C, then
/* there is some node in receive state having only the dropped out nodes

(including this node) from which it received the message; hence we need to
restart transmission from this node */
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Step 4.3.1 : if the node’s id bit at the scanned bit position is 0, then
transmit the message, increment transmission count by 1, decrement
scanned bit position by 1, and look for S, C and N signals.

Step 4.4 : If an ack was received only in the slot S but not in C and N , then
the state of the node is changed back to active. /* successful transmission
to some node */

Step 4.5 : Increment round count by 1 and goto Step 2 for execution in the
next round.
Step 5 : (receive state actions) : If node state is receive, then execute steps 5.1
to 5.4.

Step 5.1 : If a signal is received in test slot, then send ack1. If signal received
in ack2 slot, then send ack3 signal.

Step 5.2 : If received clean M , then send an ack in S slot and change state
to active.

Step 5.3 : If collision heard in message slot, then send ack in C slot and
change state to collision.

Step 5.4 : Go back to Step 2 for execution in the next round.
Step 6 : .(collision state actions) : If node state is collision, then execute steps
6.1 to 6.5.

Step 6.1 : If a signal received in either test slot or ack1 slot, then send the
ack2 signal.

Step 6.2 : If clean signal received in the message slot, then send an ack in
S slot and change state to active.

Step 6.3 : If collision in the message slot, then send an ack in C slot.
Step 6.4 : If no signal is received in the message slot, but a collided message

was received in the previous round, then send an acknowledgement signal in the
N slot.

Step 6.5 : Go back to Step 2 for execution in the next round.

To illustrate the basic ideas of the above algorithm, we consider the following
two examples.

Example 1. Consider the network in Fig. 3, where the nodes 111111, 111110,
110110, 110010 and 110001 are the sender nodes at some stage (round), and
the nodes a, b, c, d and e are the receiving nodes. Node d receives the clean
message from the node 110110, but each of nodes a, b, c and e detects a collision.
Following the steps of the algorithm, nodes 110110 and 110001 are dropped out
as sender nodes, after the testing of the third bit from the most significant bit
side. c then receives the clean message from the node 111110 in the next round.
Subsequently, node 111110 is dropped out after the sixth bit so that nodes a and
b get clean message from 111111 in the next round. Node 110010 receives special
ack signal from node e corresponding to the third bit position so that node
110010 transmits in the next round. Thus, node e would receive the message
from node 110010.

Example 2. Consider the network in Fig. 4, where the nodes 000011, 000010 and
000001 are the transmitting nodes, and nodes a, b and c are the receiving nodes.
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a edcb

111111 111110 110110 110010 110001

Fig. 3. An Example for Collision Resolution by the Broadcast Algorithm

 

c b a 

000011 000010 000001 

Fig. 4. Another Example for Collision Resolution by the Broadcast Algorithm

Following the steps of the algorithm, none of the sender nodes transmits the
message in the first round. Nodes 000011, 000010 and 000001 begin transmission
from round 2. Node 000001 is dropped out after the fifth bit (from the msb side)
testing, and node 000010 is dropped out after the sixth bit. Finally, nodes a, b
and c receive the clean message from node 000011.

3.3 Mobility Resilience

The layer-by-layer transmission of the message as in [4] and periodic retrans-
mission of the message by the source node after every log n rounds ensures
that even if a node moves from a layer j to a layer i before it has received the
message M and after all nodes in layer i have finished transmitting M , where
i > j (i.e., it is now at a smaller distance from the source node s), it will still be
able to receive the broadcast message correctly at some point of time. Thus, the
algorithm bf broadcast works correctly even when the network topology changes
very frequently.

3.4 Complexity

Lemma 1. At least one node is guaranteed to have received the message cor-
rectly, after every 2 log n rounds of transmission.
Proof : Because of the typical nature of dropping out successive transmitting
nodes causing a collision, it is guaranteed that every 2 log n rounds, at least one
node of the receiving layer j (assuming that transmitting layer is j− 1) gets the
message correctly. The factor of 2 is included to take care of the fact that if a
bit tested for 1 causes a no signal to the receiving nodes, this bit is flipped to 0.
Since there are a maximum of log n such flipping, the claim is justified.
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Theorem 1. The algorithm bf broadcast takes O(n log n) rounds to complete
the broadcast in the worst case.

Proof : Since an active node will be tested for eligibility for transmission every
log n rounds, the maximum waiting time to start transmission to the next
layer, after all nodes in a layer have correctly got the message, is log n. That
is, effectively we may assume that each layer j completes its broadcast in (2pj +
1) · log n rounds, (where pj is the number of nodes in layer j), after which
the next layer starts transmitting the message even when there is no overlap in
the broadcast from different layers. Hence, the worst case time for broadcast is∑

(2pj + 1) log n = 2n log n+D log n, where D is the diameter of the graph.
However, after every log n rounds, we add the initial four 1-bit control slots

at the beginning of the transmission round. Hence, the total number of slots
(irrespective of 1-bit or multiple bits) is 4(2n+D) log n+ 4(2n+D) = 4(2n+
D)(log n+ 1).

3.5 Performance Comparison

To compare the performance of the breadth-first broadcast algorithm with the
exisiting algorithms, we consider the following example.

Example 3. Let n = 1024, ∆ = 15, h = 3 and D = 60.
The algorithm in [4] would need D.2h. log n(log n1) · · · (log nh + 1) slots =

60 * 8 * 10 * 9 * 8 = 3,45,600 time slots. On the other hand, the proposed
breadth-first broadcast algorithm needs 4(2n+D).(log n+1) slots = 4(2 * 1024
+ 60) (10 + 1) = 92,752 time slots.

4 Gossiping

Under the collision detection model, we now extend our idea of breadth-first
broadcast to devise an algorithm for gossiping among the nodes of the ad hoc
mobile network so that every node u has some message mu to be broadcast to
all other nodes of the network.

4.1 Basic Idea

In the algorithm bf broadcast of the previous chapter, some of the nodes in trans-
mit state at say, layer j − 1, are selectively dropped out so that eventually a
receiving node in the layer j would have exactly one transmitting node as its
neighbor. A node in layer j receiving the message without any collision sends an
ack signal in the S slot.

Specifically, consider the situation in which the nodes u1, u2, · · · , uk all receive
the message mr (originating from the root node r) without any collision from
only one single transmitting parent node u, as shown in Figure 5.

Subsequently u receives an ack signal in the S slot. Now, the node u, instead
of immediately changing its state to active as in the bf broadcast algorithm,
would first execute a procedure gather messages to collect the messages to be
broadcasted from each of the nodes u1, u2, · · · , uk, and then will change its state
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 u 

u1 u2 uk 

Fig. 5. Collision-free message transmission from node u to its neighbors

to active. Also, each of the nodes u1, u2, . . . , uk receiving a clean message will
change its state to a new state back transmit, in which it would respond to all
control signals generated by u for message gathering, instead of immediately
going to active state as in the bf broadcast algorithm. Executing this modified
algorithm (call it algorithm gossip), the messages of u1, u2, . . . , uk in layer j move
one layer up, i.e., to the node u in layer j − 1. Hence, D (D being the diameter
of the network) such calls to algorithm gossip, would cause the messages of all
nodes to reach the root node r. One more call to the algorithm bf broadcast
would complete the required message transfers for gossiping.

The procedure gather messages called by a node u will successively select the
neighboring node with the maximum id, that is yet to transmit its message mui

to u, from the nodes u1, u2, · · · , uk, by using the procedure find next max id in
[1]. u collects all such messages. Note that when u will send a control message for
this purpose, only those of its neighbors in back transmit state would respond.
After a node ui sends its message to u, it changes its state to active. Finally, on
return from the procedure gather messages, node u changes its state to active.

To implement the above idea, we introduce a fifth possible state of a node,
called back transmit, in addition to the four states receive, collision, active and
transmit as mentioned in the previous section.

4.2 Algorithm Gossip

We make the following changes in the algorithm bf broadcast of the previous
section to convert it to the algorithm gossip. First, we define a new procedure
called gather messages as follows :
Procedure gather messages

send a query signal and look for an acknowledgement;
/* acknowledgement will be sent only by its children in back transmit state */
while (acknowledgement received)
begin

find next max id (i); /* i is the current node executing this step */
send a command to this node for transmitting its message;
receive the message from the child node;
send a query signal and look for acknowledgement;

endwhile;
end procedure.

Next, if the state of a node is transmit, then in the bf broadcast algorithm,
Step 4.3 is modified as follows :
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Step 4.3 : If an acknowledgement was received only in the slot S but not in C and
N , then execute procedure gather messages and the state of the node is changed back
to active.

Also, if the state of a node is receive, then step 5.2 for the case when clean
signal is received in the message slot, will now be as follows :

Step 5.2 : If a clean signal is received in message slot, then send an acknowl-
edgement in S slot, and change the state of the node to back transmit.
Finally, we add the following actions corresponding to the back transmit state :

if (state = back transmit) then
begin

repeat
respond to control signals from the parent for finding the
next maximum id among all of its children who are still in back transmit state;
if (command received from the parent to transmit its message) then
begin

transmit the message; /* message is sent to the parent */
state = active;

endif;
until state = active; /* end repeat loop */

endif; /* end of state = back transmit */

4.3 Complexity

It follows from the above discussions that the procedure gather messages will
need at the most (2"log n# + 1)∆ slots, where ∆ is the maximum degree of a
node; the term ’1’ being added to account for the message communication slot
from ui to u, 1 ≤ i ≤ k. However, when we sum over all such nodes u during one
complete pass of the algorithm gossip, the actual time needed to execute all the
calls to procedure gather messages will be limited to (2"log n#+1)(n− 1) slots.

Hence, the overall worst-case time complexity of the algorithm for gossiping is
equal to [8(2n+D) log n+(2"log n#+1)(n−1)](D+1) = O(Dn log n+D2 log n),
which is better than the O(n3/2 log2 n) time in [8]. For large values of ∆, the
time complexity of our proposed algorithm is comparable to the O(D∆2 log3 n)
- time algorithm in [11].

5 Conclusions

We have presented deterministic mobility-resilient algorithms for broadcast and
gossiping in ad hoc networks with collision detection capabilities of the mobile ter-
minals, which are based on the breadth-first traversal of the nodes in the network.
The broadcast algorithm takesO(n log n) time in the worst case and works better
than that in [4], for high values of node degree ∆ and diameter D. The proposed
gossiping algorithm completes in O(Dn log n + D2 log n) time, which is better
than the O(n3/2 log2 n) time needed by the algorithm in [8], and comparable to
the O(D∆2 log3 n) - time algorithm in [11] for large values of ∆.
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Abstract. A Peer-to-Peer (P2P) system consists of a set of nodes in
which every node shares its own resources and services among other
nodes in the system. These peer-to-peer systems are basically overlay
networks, work on top of fixed network infrastructure. With the increas-
ing popularity of mobile ad-hoc networks, it becomes necessary to think
of P2P systems that can efficiently work in mobile environments.

Putting current P2P applications into mobile environments, results in
multiple layer flooding because these applications will maintain different
peer routes than that of by network layer. Also, routes at the applica-
tion layer may not be necessarily optimal at the network layer. Here,
we address this problem and propose a novel, controlled-flooding based
protocol named RINGS which works at network layer and helps P2P
systems to work in mobile environment efficiently. RINGS reduces query
lookup cost by evenly distributing data indices throughout the network,
thus reducing network layer routing overhead.

1 Motivation

As of today, a lot of work has been done in the area of P2P and MANET
independently. P2P protocols and applications are widely available in distributed
computing field. All those P2P protocols work as virtual overlay networks on
top of fixed network infrastructure. Deploying current P2P protocols on ad-hoc
network induces multiple layer redundancy and duplication in terms of messages
and communication between nodes. As for example, Chord [3] working as overlay
network, forms a cluster of nodes on top of TCP/IP layer. The fact is that a
pair of nodes, which are neighbors at overlay network, might be far away from
each other at network layer as shown in Fig. 1. For example, query lookup cost
for Chord is log(N) at the application layer but due to this fact, the overall cost
will be increased.

This problem brings the idea of having an efficient network layer routing
protocol. If application layer tasks can be assigned to network layer, routing
redundancy can be avoided. Thus, we propose a protocol, named RINGS, to
optimize overall query lookup cost. RINGS provides query lookup service at
network layer rather than at application layer and thus eliminates application
layer routing overhead. Further, RINGS follows controlled-flooding approach at
the network layer, so query does not flood the whole network.
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Fig. 1. Positions of application layer nodes from network layer perspective

Rest of the paper is organized as follows. Section 2 gives an overview of current
P2P protocols. Section 3 contains the detailed RINGS protocol. Analysis and
comparisons are made in section 4. Section 5 shows simulation results. Section
6 concludes the work.

2 Related Work

A handful of P2P protocols and architectures have been proposed so far. Nearly
all of them fail to match with mobile environments.

Napster [1] has been among the first protocols, which introduced P2P con-
cepts in computer networks. Although it follows some of P2P paradigms, it fails
to be characterized as a complete P2P network as it relies on centralized servers.
While Gnutella 0.4 [2] follows simple broadcast based technique to communicate
with peer node in the network. Gnutella, if deployed in ad-hoc networks, re-
sults in multiple layer flooding as ad-hoc network layer protocols also are based
on flooding. Gnutella 0.6, an enhanced version is available which decreases the
flooding overhead significantly, but still overall flooding is high.

Chord [3] is a scalable, distributed look-up protocol, which efficiently locates
the node that stores a particular data item or service. Our analysis and simula-
tion results show that in fact, performance of Chord degrades in mobile ad-hoc
networks. CAN [4] essentially offers the same functionality as a hash table. i.e.
it maps ‘keys’ to ‘values’. Functionally, it is very much similar to Chord.

A protocol named MPP in [5] emphasizes on communication between appli-
cation layer and network layer to deploy Peer-to-Peer systems in mobile envi-
ronments. The problem is, MPP broadcasts the query throughout the network
and gets the result. There is a need of network layer protocol, which can reduce
this flooding.

3 Protocol in Detail

RINGS provides lookup service, which operates at the network layer. It assumes
that all lookup queries are forwarded from application layer to network layer to
enable RINGS lookup service. RINGS is basically a proactive protocol, which
spreads data index into the network beforehand. Data indices are stored in the
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network such a way that lookup cost reduces to a constant factor. Thus, it avoids
query lookup flooding as it generally happens with current P2P protocols.

3.1 Architecture

RINGS, being a network layer protocol, has to communicate with application
layer to facilitate data query and results. So, we assume that communication is
happening between application layer and network layer. [5] has already suggested
a protocol, which establishes this communication.

Whenever a node joins the network, it originates a request packet and sends it
down to network layer. Request packet can be either of two types: Advertisement
Packet or Lookup Packet. For the Advertisement Packet, node generates index of
its own data internally and tags it with the packet. Lookup Packet is used while
data query processing. Depending upon the packet type, network layer forms
either QUERY PACKET or ADV PACKET and forwards it to neighbors.

3.2 Data Advertisement

RINGS is basically a proactive protocol. After getting Advertisement Packet,
node needs to spread index into the network. Further sequence of events can be
described as:
1. Network layer forms a packet called ADV PACKET and forwards it to neigh-

bors. The fields of ADV PACKET include source ID, sender ID, seq number,
index size, route to source, and hop count. Here, sender ID is the identifier
of the node, which forwards the packet whereas route to source is a com-
plete route from the current node to source. To identify unique packet,
ADV PACKET includes sequence number. Sequence number along with
source ID uniquely identifies the packet.

2. RINGS Protocol selects a number called Index-Hop K at the start of the
network. This number remains same for all nodes throughout the network.
Nodes, lying on (n ∗K)th-hop circle stores the index and forward the packet
further, where n = 1, 2, 3... Other nodes simply forward the packet. At this
point of time, we assume that network nodes have sufficient storage space
to store remote indices. The above process forms a set of imaginary circles
of nodes with the center indicates the source of the data. See Fig. 2

Fig. 2. A set of imaginary circles for a node

For example, if the value of Index-Hop is kept 2, all nodes on the circle of
n ∗K hops will store the index where n = 1, 2, 3, ...
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3. Above procedure is followed by each node in the network.

3.3 Routing Table

Every node maintains a routing table. The routing table entry contains source ID,
sender ID, sequence number, TTL(Time-To-Live), hop-count.

The main purpose of routing table is to avoid receiving duplicate pack-
ets. If node receives packet with same source ID and same sequence number
again within TTL time, node drops the packet. Each time node receives an
ADV PACKET, it updates routing table entry depending on the Advertisement
packet fields.

3.4 Query Lookup

Whenever a node wants a particular data, it forwards the QUERY PACKET to
its neighbors. In any case, the query gets the results within maximum of K/2
hops. Thus, query does not flood throughout the network. As for example, if
the value of K is kept 4, it means n ∗ 4 hops away nodes has stored the index.
Thus the upper limit on the lookup cost for any node in the network reduces to
2 hops.

3.5 Mobility

Until now, we have assumed that all nodes in the network are static. If nodes
move frequently in the network, it is difficult to trace them. The advantage of
RINGS protocol is, mobility have none or little impact on performance of the
protocol. It has been shown that, in order to achieve maximum throughput and
connectivity, number of neighbors per node in mobile network can be taken as
log(N), where N is the number of nodes in the network. Given that, if the value
of Index-Hop K is kept to 2, a node can get the query results from maximum
of log(N) as average number of neighbors is taken as log(N). Out of that, if as
much as log(N) − 1 nodes leave from or move in the network, a node can get
results from at least one node. Extending this equation, we can conclude that, in
general, a node gets at least one node inside the nearest circle which can satisfy
its query, even if L number of nodes from nearest circle move away from the
network where L is,

L = (log(N) − 1)K/2 (1)

where K = 2, 4, 6, ...

4 Analysis and Comparison

As mentioned earlier, current P2P protocols are application layer protocols. If
these protocols are put in mobile ad-hoc environments, the overhead of network
layer should also be counted in overall routing overhead. Now from network
layer perspective, neighbors at the application layer may not be neighbors at
network layer. In worse case, they could be at the different edges of the network.
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Application layer has different routes than that of network layer. So, the effective
lookup cost between source and destination is the sum of application layer lookup
cost and network layer routing cost, which indeed is larger. For example, lookup
cost for Chord protocol is log(N) at the application layer(please refer [3] for
more details) but the overall lookup cost is larger.

In order to count network layer hops, we need to find out the average dis-
tance between any two nodes at the network layer. According to [6], the average
distance d between any two nodes at the network layer can be taken as,

d = 2α
(√

N/π
)

where α is a constant and N is total number of nodes in the network.
So, effective lookup cost Lchord for Chord protocol is,

Lchord = d ∗ log(N) (2)

In RINGS, any node has to contact nearest Index-Hop circle to get the data
index, which is maximum of K/2 hops away. Taking average number of neighbors
per node as log(N), we can say that node forwards query to log(N) nodes. In
turn, each of log(N) nodes forwards query to its neighbors. Continuing this way,
query will be forwarded to LRINGS number of nodes before reaching to nearest
Index-Hop circle, where LRINGS is,

LRINGS = log(N) ∗ (1 + (log(N) − 1) + (log(N) − 1)2 +

...+ (log(N) − 1)K/2−1) (3)

Comparison of both costs is shown graphically in Fig. 3 in next section.

5 Simulation Results

5.1 Simulation Setup

RINGS protocol has been simulated independently of any existing network sim-
ulators like NS2 etc. Various scenarios has been taken to check the efficiency of
RINGS in terms of, number of nodes store indices for a node in the network, to-
tal remote indices per node etc. Nodes are distributed in the network randomly
and RINGS protocol is performed on them. Each node in the network was as-
signed index value from random distribution. All these experiments were run for
different values of Index-Hop K starting from K = 1 to K = 5. The results from
initial simulation indicate that performance can be improved by using RINGS.

5.2 Results

As indicated earlier, each node stores indices of some other nodes. We want to
measure how the value of these average remote indices per node varies over the
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value of Index-Hop. First graph of Fig. 3 shows different measures of average
remote indices per node for the different value of Index-Hop. It can be observed
that the value K = 4 balances between the lookup cost and per node storage
requirement. Second graph of Fig. 3 shows the comparison between Eq. (2) and
(3). It indicates that lookup cost decreases significantly in RINGS if the value
of Index-Hop is kept 4 while Chord performs better than RINGS with Index-
Hop = 6, if number of network nodes is kept low. If number of nodes increases,
performance of RINGS increases as compare to Chord.

Fig. 3. Simulation Results

6 Conclusion

We observed that current P2P protocols fail to perform well in mobile ad-hoc
networks. So, we suggest a simple but effective protocol RINGS, which opti-
mizes network layer query routing. RINGS reduces query lookup cost by evenly
distributing data indices throughout the network. Our initial simulation results
show the improvement from the suggested protocol.
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Abstract. In this paper, we propose an efficient combined location man-
agement scheme using the concepts of the two existing location manage-
ment schemes: the FLA scheme [1] and the Caching scheme [2]. The
motivation behind the proposed scheme is to exploit the advantages of
the two existing schemes. That is, the FLA scheme exploits locality in
a user’s mobility pattern, and the Caching scheme exploits locality in
a user’s calling pattern. By combining the advantages of both the FLA
scheme and Caching scheme, the proposed scheme can reduce the fre-
quent access to the HLR, and thus effectively results in significant re-
duction of the total location management cost. The analytical results
indicate that the proposed scheme significantly outperforms the other
existing schemes regardless of the mobile user’s call-to-mobility ratio in
terms of the total location management cost.

1 Introduction

Personal Communications Service (PCS) networks provide wireless services to
subscribers that are free to travel, and the network access point of a mobile
terminal (MT) changes as it moves around the network coverage area. A location
management scheme, therefore, is necessary to effectively keep track of the MTs
and locate a called MT when a call is initiated [3]. There are two commonly
used standards for location management: IS-41 and GSM [4]. Both are based
on a two-level database hierarchy, which consists of Home Location Register
(HLR) and Visitor Location Registers (VLRs). The whole network coverage
area is divided into cells. There is a Base Station (BS) installed in each cell and
these cells are grouped together to form a larger area called a Registration Area
(RA). All BSs belonging to one RA are wired to a Mobile Switching Center
(MSC). The MSC/VLR is connected to the Local Signal Transfer Point (LSTP)
through the local A-link, while the LSTP is connected to the Regional Signal
Transfer Point (RSTP) through the D-link. The RSTP is, in turn, connected to
the HLR through the remote A-link [5]. Location management is one of the most

� This work was supported by the Korea Research Foundation Grant (KRF-2003-041-
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important issues in PCS networks. As the number of MTs increases, location
management scheme under the IS-41 has gone through many problems such as
increasing traffic in network, bottleneck to the HLR, and so on. To overcome
these problems under the IS-41, a number of works have been reported. In [1], a
local anchor scheme was proposed to reduce the signaling traffic due to location
registration by eliminating the need to report location changes to the HLR. A
VLR close to the MT, which could be designated as a fixed local anchor in
advance or not, is selected as a local anchor. Instead of transmitting registration
message to the HLR, location change is reported to the local anchor. Since
the local anchor is close to the MT, the signaling traffic incurred by location
registration is reduced. A caching scheme [2] was proposed to reduce the signaling
cost for call delivery by reusing the cached information about the called MT’s
location from the previous call. When a call arrives, the location of the called
MT is first identified in the cache instead of sending query messages to the
VLR. When a cache hit occurs, the caching scheme can save one query to the
HLR and traffic along some of the signaling links as compared to the IS-41.
This is especially significant when the call-to-mobility ratio (CMR) of the MT is
high. However, a penalty has to be paid when there is “location miss” since the
cache information is not always up-to-date. Most existing researches on location
management in wireless networks [1, 2, 6, 7, 8] have been proposed to alleviate
the burden on the HLR. However, compared to the IS-41 standard, most of
these schemes can achieve cost reduction only for a certain class of mobile users
with a specific range of CMR. On the contrary, the proposed scheme can achieve
cost reduction almost regardless of an MT’s CMR by effectively combining the
advantages of both the caching scheme and the fixed local anchor scheme. The
motivation behind this scheme is to exploit a user’s movement locality as well
as call locality.

This paper is organized as follows. Section 2 introduces a proposed scheme. In
Sect.3, a user mobility model for performance analysis is described. In Sect.4, we
derive the location management costs under the several schemes to investigate
the performance of the proposed scheme. Numerical results are given in Sect.5.
Finally, conclusions are given in Sect.6.

2 The FLA-Caching (Location Caching with Fixed Local
Anchor) Scheme

In this section, we introduce the proposed scheme called a FLA-Caching scheme.
Under this scheme, the MSC of the newly entered RA registers the MT’s location
at a fixed local anchor (FLA), which is a specific VLR designated per each LSTP
area. The FLA has a table indicating the current serving MSC/VLR for the MTs
in its LSTP area. Also, the HLR of the MTs will then be informed of the ID of
the new FLA. Note that the FLA may also be the current serving VLR of the
MTs or not. Figure 1 and 2 shows the signaling diagram for location registration
and call delivery under the FLA-Caching scheme. In Fig.1 and 2, the “( )”
indicates the message number, the “[ ]” indicates the cost for the particular
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Fig. 1. Location Registration

signaling exchange, and the “{ }” at the bottom of the figure indicates the cost
for accessing the particular database. These signaling and database access costs
will be discussed in more detail in Sect.4 and 5.

2.1 Location Registration

The location registration procedure under the FLA-Caching scheme is described
as follows (see Fig.1).

1) An MT moves into a new RA and sends a location update message to the
new MSC through the nearby BS.

2) The new MSC sends a location registration message to its designated FLA
in its LSTP area.

3) The FLA checks for the MT’s profile. If there is not an MT’s record in the
FLA, which means that the MT has just moved into a new LSTP area,
then go to step 6). Otherwise, it updates the MT’s record to indicate the
associated new VLR, and sends a registration acknowledgment message to
the new MSC together with a copy of the MT’s profile.

4) The FLA sends a registration cancellation message to the old MSC.
5) The old MSC removes the record for an MT at its associated VLR and sends

a registration cancellation acknowledgment message to the FLA (Location
registration is complete. Do not continue to the next step.).

6) If there is not an MT’s record in the FLA, we have the following.
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Fig. 2. Call Delivery

6.1) The MSC associated with the MT’s new FLA sends a location registra-
tion message to the HLR.

6.2) The HLR updates the MT’s record to indicate the MT’s new FLA and
sends a copy of the MT’s profile to the new FLA.

6.3) The FLA updates the MT’s record to indicate the associated new VLR,
and sends a registration acknowledgment message to the new MSC/VLR
together with a copy of the MT’s profile.

6.4) The HLR sends a location update message to all the MSCs which have
location cache for that MT, which updates the MT’s location cache to
indicate the MT’s new FLA.

6.5) The HLR sends a registration cancellation message to the MT’s old FLA,
which removes the MT’s record.

6.6) The old FLA sends a registration cancellation acknowledgment message
back to the HLR.

6.7) The old FLA sends a registration cancellation message to the MT’s old
MSC, which removes the MT’s record.

6.8) The MT’s old MSC sends a registration cancellation acknowledgment
message back to the old FLA (Location registration is complete).



Performance Analysis of Location Caching with Fixed Local Anchor 481

2.2 Call Delivery

The call delivery procedure under the FLA-Caching scheme is described as fol-
lows (see Fig.2). For more details, see Sect.4.1.

1) The calling MT sends a call initiation signal to its serving MSC through the
nearby BS.

2) The calling MSC checks if it has location cache which indicates the FLA of
the called MT. If yes, it sends a location request message to the called FLA.
Otherwise, go to the step 6).

3) The FLA forwards the location request message to the called MSC.
4) The called MSC allocates a temporary location directory number (TLDN)

to the MT and sends it to the calling MSC.
5) The calling MSC now sets up a connection to the called MSC using this

TLDN (Call delivery is complete. Do not continue to the next step.).
6) If the calling MSC does not have location cache for the called FLA, we have

the following.
6.1) The calling MSC sends a location request message to the HLR of the

MT.
6.2) The HLR sends a location request message to the called FLA.
6.3) The called FLA forwards a location request message to called MSC.
6.4) The called MSC allocates a TLDN to the MT and sends it to the HLR.
6.5) The HLR forwards the TLDN to the calling MSC.
6.6) The calling MSC now sets up a connection to the called MSC using

TLDN (Call delivery is complete).

3 User Mobility Model

For the analysis of an MT’s movement behavior, we assume a fluid flow mobility
model. The model assumes that MTs are moving at an average speed of v,
and their movement direction is uniformly distributed over [0, 2π], and that all
the RA area are of the same rectangular shape and size, and form together a
contiguous area. The parameters used in this model are summarized as follows.

– γ : the border crossing rate for an MT out of an RA
– λ : the border crossing rate for which an MT still stays in the same LSTP

area
– µ : the border crossing rate for an MT out of an LSTP area

From [9], the border crossing rate γ for an MT out of an RA is derived as

γ =
4v
π
√
S

(1)

where S is the RA area size. We assume an LSTP area is composed of N RAs.
Therefore, the border crossing rate µ for an MT out of an LSTP area is

µ =
4v

π
√
NS

(2)
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Note that an MT that crosses an LSTP area will also cross an RA. So, the border
crossing rate λ for which the MT still stays in the same LSTP area is obtained
from Eq.(1) and (2):

λ = γ − µ = (1 − 1√
N

)γ (3)

Figure 3 shows a continuous-time Markov chain model, which describes the lo-
cation registration of an MT, where ai,i+1 = λ and bi,0 = µ. The state of a
continuous-time Markov chain, i (i ≥ 0), is defined as the number of RAs that
an MT has passed by. The state transition ai,i+1(i ≥ 0) represents the MT’s
movement rate to an adjacent RA under the same LSTP area, and the state
transition bi,0(i ≥ 1) represents the MT’s movement rate to another RA out of
the LSTP area. We assume πi to be the equilibrium state probability of state i.
Thus, we can obtain

λπi = (λ+ µ)πi+1 (4)

λπ0 = µ

∞∑
k=1

πk (5)

Using the Eq.(4) and (5), πi can be expressed in terms of the equilibrium state
probability π0 as

πi = (
λ

λ+ µ
)iπ0 = (1 − π0)iπ0 (6)

where π0 is the equilibrium state probability of state 0. By using the law of total
probability, π0 can be obtained as

π0 =
µ

λ+ µ
= 1 − λ

λ+ µ
= 1 − θ, where θ =

λ

λ+ µ
(7)

i0 1 2
a0,1 a1,2 a2,3 ai-1,i

b1,0

b2,0

bi,0

... ...
ai,i+1

Fig. 3. State transition diagram of a continuous-time Markov chain

4 Cost Analysis

In this section, based on the user mobility model given in the previous section,
we derive the location registration costs, the database access costs, and the total
costs for the FLA-Caching scheme, the FLA scheme, Caching scheme, and the
IS-41, respectively. Table 1 shows the costs and parameters used for the cost
analysis.
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Table 1. Costs and parameters

Parameter Description

Cla Cost for sending a signaling message through the local A-link

Cd Cost for sending a signaling message through the D-link

Cra Cost for sending a signaling message through the remote A-link

Cv Cost for a query or an update of the VLR

Cf Cost for a query or an update of the FLA

Ch Cost for a query or an update of the HLR

φ Probability (Caller and callee are located within the same LSTP area)

δ Probability (Callee are located in the FLA area)

p Probability (Calling MSC has location cache for the called MT under the FLA-
Caching scheme)

q The MT’s CMR (Call-to-Mobility Ratio)

k The number of the MSCs which have location cache for the called MT

τ Cache hit ratio under the Caching scheme

4.1 FLA-Caching Scheme

According to the user mobility model given in the previous section, the average
location registration cost under the FLA-Caching scheme (UFLA−Caching) is

UFLA−Caching = π0C
FLA−Caching
inter + CFLA−Caching

intra

∞∑
i=1

iπi

= (1 − θ)CFLA−Caching
inter +

θ

1 − θ
CFLA−Caching

intra (8)

where CFLA−Caching
intra and CFLA−Caching

inter represent the location registration costs
under the FLA-Caching scheme when the intra-LSTP movement and the inter-
LSTP movement of an MT occur, respectively (refer to Fig.1(a) and (b)).

CFLA−Caching
intra = 4 × 2Cla + (2Cv + Cf ) = 8Cla + (2Cv + Cf ) (9)

CFLA−Caching
inter = 4 × (Cla + Cd + Cra) + 4 × 2Cla + k × (Cla + Cd + Cra)

+ (2Cv + 2Cf + Ch) (10)

Note that when the inter-LSTP movement of the MT occurs, the HLR should
update all the location caches for that MT in the networks. On the other hand,
the average call delivery cost under the FLA-Caching scheme (SFLA−Caching) is

SFLA−Caching = pCFLA−Caching
cache + (1 − p)CFLA−Caching

nocache (11)

where CFLA−Caching
cache and CFLA−Caching

nocache represent the call delivery costs under
the FLA-Caching scheme when the calling MSC has location cache for the called
MT, and when the calling MSC does not have location cache for the called MT.

CFLA−Caching
cache = φ(δC1 + (1 − δ)C2) + (1 − φ)(δC3 + (1 − δ)C4) (12)

CFLA−Caching
nocache = δC5 + (1 − δ)C6 (13)
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C1 = (2Cla + Cv + Cf ) + 2Cla (14)
C2 = (2Cla + Cv + Cf ) + (2Cla + Cv) + 2Cla (15)
C3 = (2Cla + 2Cd + Cf + Cv) + (2Cla + 2Cd) (16)
C4 = (2Cla + 2Cd + Cf + Cv) + (2Cla + Cv) + (2Cla + 2Cd)(17)
C5 = 4(Cla + Cd + Cra) + (Cv + Cf + Ch) (18)
C6 = 4(Cla + Cd + Cra) + (Cv + Cf + Ch) + (2Cla + Cv) (19)

Depending on whether the caller and the called MT are located within the same
LSTP area or not, or whether the called MT is located in the FLA area or not,
four different possible costs for the call delivery can generate when the calling
MSC has location cache for the called MT. Also, the costs from C1 through
C4 represents such costs for the call delivery under the FLA-Caching scheme,
respectively.

Here, C1 means the call delivery cost when the caller and called MT are
located within the same LSTP area, and the called MT is found in the FLA
area. C2 means the call delivery cost when the caller and the called MT are
located within the same LSTP area, and the called MT is found in the other
VLR area, not the FLA area. Similarly, C3 means the call delivery cost when
the caller and the called MT are located in the different LSTP areas, and the
called MT is found in the FLA area. C4 means the call delivery cost when the
caller and the called MT are located in the different LSTP areas, and the called
MT is found in the other VLR area, not the FLA area. On the other hand,
C5 and C6 represent the call delivery costs when the called MT is found in its
FLA area, and when the called MT is found in the other VLR area, not the
FLA area, respectively. Finally, the total cost under the FLA-Caching scheme
(TFLA−Caching) can be expressed as

TFLA−Caching = UFLA−Caching + qSFLA−Caching (20)

4.2 FLA (Fixed Local Anchor) Scheme

The average location registration cost under the FLA scheme (UFLA) is

UFLA = π0C
FLA
inter + CFLA

intra

∞∑
i=1

iπi = (1 − θ)CFLA
inter +

θ

1 − θ
CFLA

intra (21)

where CFLA
intra and CFLA

inter represent the location registration costs under the FLA
scheme when the intra-LSTP movement and the inter-LSTP movement of an
MT occur, respectively. These costs are as follows.

CFLA
intra = CFLA−Caching

intra = 4 × 2Cla + (2Cv + Cf ) = 8Cla + (2Cv + Cf ) (22)
CFLA

inter = 4 × (Cla + Cd + Cra) + 4 × 2Cla + (2Cv + 2Cf + Ch) (23)

In the same way as shown in the previous subsection, we can derive the average
call delivery cost under the FLA scheme (SFLA) as follows.

SFLA = CFLA−Caching
nocache = δC5 + (1 − δ)C6 (24)
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Finally, the total cost under the FLA scheme (TFLA) can be expressed as

TFLA = UFLA + qSFLA (25)

4.3 Caching Scheme

The average location registration cost (UCaching) and the average call delivery
cost (SCaching) under the Caching scheme are expressed as

UCaching = UIS−41 = {(1 − θ) +
θ

1 − θ
}{4(Cla + Cd + Cra) + (2Cv + Ch)}(26)

SCaching = τCCaching
hit + (1 − τ)CCaching

miss (27)

where CCaching
hit and CCaching

miss represent the call delivery costs under the Caching
scheme when the location cache information for the MT is correct, and when
the location cache information for the MT is obsolete, respectively.

CCaching
hit = φ(4Cla + 2Cv) + (1 − φ)(4Cla + 4Cd + 2Cv)

CCaching
miss = φ(4Cla + 2Cv) + (1 − φ)(4Cla + 4Cd + 2Cv) + SIS−41

= φ(4Cla + 2Cv) + (1 − φ)(4Cla + 4Cd + 2Cv)
+ 4(Cla + Cd + Cra) + (2Cv + Ch) (28)

Finally, the total cost under the Caching scheme (TCaching) can be expressed as

TCaching = UCaching + qSCaching (29)

4.4 IS-41

The average location registration cost (UIS−41) and the average call delivery
cost (SIS−41) under the IS-41 are expressed as

UIS−41 = {(1 − θ) +
θ

1 − θ
}{4(Cla + Cd + Cra) + (2Cv + Ch)} (30)

SIS−41 = 4(Cla + Cd + Cra) + (2Cv + Ch) (31)

Finally, the total cost under the IS-41 (TIS−41) can be expressed as

TIS−41 = UIS−41 + qSIS−41 (32)

5 Numerical Results

In this section, we evaluate the performance of the FLA-Caching scheme by
comparing with the IS-41, the Caching scheme, and the FLA scheme. We define
the relative cost of each scheme as the ratio of the total cost for each scheme to
that for the IS-41. A relative cost of 1 means that the costs under both schemes
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Table 2. Cost analysis

set Cla Cd Cra

1 1 3 3
2 1 3 5
3 1 5 7
4 1 5 10

(a) Signaling cost

set Cv Cf Ch

5 1 2 3
6 1 2 5
7 1 3 3
8 1 3 5
(b) Database access cost

are exactly the same. For the analysis, we set N , δ, v, S, φ, and k to be 64,
1/64, 5.6 km/h, 5 km2, 0.2, and 3. Most parameters used in this analysis are
set to typical values found in [6, 7, 8, 9]. For τ , τ = q

1+q is used [6]. On the other
hand, we set p to be 0.7 . These are based on the collected actual data that
more than 70 % of the calls made by callers in a week are to their top 5 callees
[8]. This means that if we choose to cache top 5 callee’s location information
at the caller’s MSC, then nearly 70 % of the calls made in a week are serviced
by location caching. Based on these facts, we assume that these information are
obtained from each MT’s calling and mobility profile maintained at the HLR.

5.1 Signaling Cost

We first evaluate the case when the signaling cost dominates by setting the
database access cost parameters, Cv, Cf and Ch to 0. Parameter sets 1 and 2
show the cases when the cost for sending a message to the HLR is relatively
low. Parameter sets 3 and 4 show the cases when the cost for sending a message
to the HLR is relatively high. Figure 4 shows the relative signaling costs for
the Caching scheme, the FLA scheme, and the FLA-Caching scheme when the
parameter sets 1 and 4, as given in Table 2(a), are used. We can see that the
FLA-Caching scheme results in the lowest relative signaling cost as compared
with other schemes. On the other hand, in Fig.4, as q increases, the signaling cost
of the Caching scheme is getting lower, and that of the FLA scheme is getting
higher. This is due to the fact that as q increases, the call delivery procedure
becomes dominated, and thus the cost of the Caching scheme decreases. On the
contrary, the relative cost of the FLA scheme increases. Note, however, that the
relative signaling cost of the FLA-Caching scheme is almost constant regardless
of the change of q.

5.2 Database Access Cost

In the following, we evaluate the case when the database access cost dominates
by setting the signaling cost parameters, Cla, Cd, and Cra to 0. Figure 5 shows
the relative database access costs for the Caching scheme, the FLA scheme, and
the FLA-Caching scheme when the parameter sets 5 and 8, as given in Table
2(b), are used. As mentioned above, as q increases, the database access cost of
the Caching scheme decreases because less database query is required. On the
contrary, the relative cost of the FLA scheme increases because more database
query is necessary. Similar to Fig.4, the database access cost of the FLA-Caching
scheme shown in Fig.5 is also almost constant regardless of the change of q.
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Fig. 5. Relative database access cost

5.3 Total Cost

We compare the relative total cost of the FLA-Caching scheme with that of
the IS-41, the Caching scheme, and the FLA scheme. Figure 6 demonstrates
the relative total costs for each scheme when the parameter sets 1 and 5, and
the parameter sets 4 and 8 are used. The results shown in Fig.6 indicate that the
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Fig. 6. Relative total cost

FLA-Caching scheme results in the lowest relative total cost when compared
with other schemes regardless of the change of q. The basic ides of the FLA-
Caching scheme is to exploit the each advantage of the two schemes. That is,
the Caching scheme exploits locality in the user’s calling pattern, and the FLA
scheme exploits locality in a mobile user’s mobility pattern. By combining these
two characteristics in both schemes, the FLA-Caching scheme can decrease the
frequent access to the HLR, and thus effectively results in significant reduction
of the total cost. In the FLA-Caching scheme, when the inter-LSTP movement
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of the MT occurs, the HLR should update all the location caches for that MT
throughout the networks. Note, however, that as the probability of the inter-
LSTP movement of the MT is relatively small, the cost of updating the location
caches is not significant. Due to the space limitation, even if we only show the
relative total costs for the two combination of the parameter sets in Fig.6, all
other combination of the parameter sets also indicate almost the same tendency
as shown in Fig.6.

6 Conclusions

In this paper, in order to overcome many problems such as increasing traffic
in network, bottleneck to the HLR, and so on, a location management scheme
called the FLA-Caching scheme was proposed. The motivation behind the FLA-
Caching scheme is to exploit the each advantage of the two existing schemes,
i.e., the Caching scheme and the FLA scheme. In short, the primary idea of
the FLA-Caching scheme is to exploit a user’s movement locality as well as a
user’s call locality at the same time. By combining these two characteristics
in both schemes, the FLA-Caching scheme can decrease the frequent access to
the HLR, and thus effectively results in significant reduction of the total loca-
tion management cost. The analytical results indicate that the FLA-Caching
scheme significantly outperforms the other existing schemes regardless of the
user’s CMR.
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Abstract. In decentralized and unstructured networks, such as peer-to-
peer and Ad-hoc wireless networks, broadcasting of queries is frequently
used for obtaining required information. However, because of the inherent
overhead of broadcasting in terms of bandwidth, energy, and processing
power consumption, various techniques are used to minimize those over-
head. Expanding Ring Search (ERS) is one such technique. Although
ERS helps to reduce the overhead of broadcasting, it does not reduce
the expected locating time. In this paper, we analyze the locating time
and overhead that are two contradicting metrics of ERS performance.

1 Introduction

In unstructured and decentralized networks, or in networks where there is no
prior knowledge of the location of the target information, broadcast of query
packets is commonly used. While broadcasting finds the target information in the
lowest possible time, it incurs heavy overhead in terms of bandwidth, energy, and
processing power consumption at the network nodes. Therefore, mechanisms are
often used as an optimization strategy. Expanding Ring Search (ERS) is one such
technique. ERS is used over the plain broadcast in Peer-to-Peer (P2P) networks,
multicasting, ad-hoc wireless networks, Mesh networks, etc. [1, 2, 4, 6, 5]. Current
use of ERS found in literature emphasizes on reducing the effects of flooding; its
optimization and adverse effect on the locating time is not considered however.
With incremental search of ERS, the locating time increases. We have studied
the optimization of broadcast overhead using ERS in [3], and have shown that
there exists a search threshold (L) for which ERS can be minimized for any
random topology. We assumed a start and increment TTL of 1 in that work. We
also showed that a badly selected L can lead to more cost than that of network-
wide broadcasting. In this paper, we generalize the broadcast cost model of ERS
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for any given start and increment TTL, and also provide a generic model of
the expected locating time. With the aid of the developed modes, we study the
impact of different start and increment TTL values on ERS performance.

The rest of the paper is organized as follows. In section 2, we provide ana-
lytical models of ERS followed by section 3 where we provide our experimental
results for our proposed models using two types of network topologies: power-law
topology and random topology. We conclude our paper in section 4.

2 Performance Model of ERS

2.1 System Description and Probabilities

The system we model has N network nodes that are arranged in rings. All nodes
that are one hop away from the source of broadcast form Ring 1, nodes that are
two hop away form Ring 2 etc., where Ring i has ni (0 < ni < N) nodes. There
are a total of M rings in the network. Node distribution on the rings depend on
the network’s topology. More on this can be found in [3].

Costs at network nodes due to forwarding of query packets will be referred to
as bandwidth cost1. Bandwidth cost for a given query is defined by the number
of nodes that have to broadcast the query. The cost for a network-wide broadcast
is simply N (all nodes will broadcast). However, when a limited radius search
is initiated with a radius of k (TTL is set to k), the broadcast cost for the
search, Bk, is basically the number of nodes contained in all the rings up to
(k − 1) which is given by:Bk = 1 +

∑k−1
i=1 ni. When the source node initiates a

search, the information may reside in any of the remaining node in the network
with uniform probability. With ni nodes in Ring i, the probability that the
information can be found in Ring i is ni

N−1 . For modeling tractability, we assume
a perfect communications system without any packet loss due to bit error or
collision at the MAC layer.

2.2 The Search Expansion Function (SEF)

Let the “Search Expansion Function” (SEF) define how the TTL will be incre-
mented, and the resultant TTL for the next ERS attempt, when the previous
search fails. In ERS studies reported so far, the TTL is incremented linearly with
a fixed value. For example, work presented in [8, 6] incremented TTL with the
fixed value of 2, while Royer et. al. [9] used a fixed increment of 1. In this sec-
tion, we define the linear SEF for ERS as this is the SEF currently used by ERS
applications. However, exploration of other types of SEFs, such as exponential,
certainly makes an interesting future study.

Let a denote the start TTL, and b denote the fixed increment value for the
next TTL if the previous search fails. If x denotes the ERS attempt number,

1 Forwarding cost of ERS query packets can also include other cost at the nodes, such
as processing cost, energy consumption, etc. However, models presented in this paper
remains valid.
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then the linear SEF can be defined as f(x) = a+(x−1)× b, where f(x) denotes
the TTL value for attempt number x. If ωL is an integer number that denotes
the maximum possible retry (search threshold) in the linear SEF for a given
network topology, we can define it in terms of a, b and M . The preference that
the maximum number of retries should be less than the total rings in the network
(with respect to the source) gives us the following condition from the expression
of f(x): ωL < M−a

b + 1.

2.3 Expected Bandwidth Cost

Given the described system, we now proceed to describe our model that computes
the expected broadcast cost as a function of L, a, and b (β(L)ab). ERS starts
with a TTL of a, and each time it fails, the TTL is incremented by b. Therefore,
in the 1st attempt (L=1), the TTL is set to a, and it is set to a + b only if
the first search fails (L=2). There are two main components of β(L)ab, details
of which can be found in [3]. The first component is the expected cost if the
information is located in any of the attempts starting from 1 up to L. The
second component of β(L)ab is the cost incurred if the information is located
outside search threshold L. Note that the value of L can only be whole integers
(discrete values). Therefore, we have:

β(L)ab =
∑L

i=1

(
P (i)

∑i

k=1 B(k)
)

+
(
1 −∑L

i=1 P (i)
)(∑L

k=1 B(k) + N − 1
)

(1)

Let us refer to the expressions of probability and broadcast costs, i.e., P (i)s
and B(i)s, in the above equation as logical expressions. In order to calculate the
expected cost, we need a mapping between the logical and physical (or actual)
values. The actual expressions relate to the physical rings in the topology. The
mapping has been shown in section 2.5.

2.4 Expected Locating Time

Let T denote the timeout after which the next incremented search is initiated,
if no reply is received within this time. The T value can either be a dynamic
value and vary as the search diameter varies, or can be a fixed value regardless
of the search diameter. For example, in AODV draft version 10, the T value
was dependent on the TTL value and changed as the TTL changed. In AODV
version 11 however, a fixed value for T was used regardless of the TTL value.
We use the fixed T value approach here. Locating time for each try will vary
from 0 to T . We use the average from this range (= T/2) in our expression for
expected locating time, denoted by E[t], as given below:

E[t] = P (1) × T/2 + P (2) × (T + T/2) + · · · +

P (L) × {(L − 1)T + T/2} + P (G) × (LT + T/2)

= T

L∑
i=1

(i − 1) × P (i) − LT

L∑
i=1

P (i) + LT + 0.5T (2)

The logical representation of probability, such as P (1), P (2), etc. in Equa-
tion 2 are can be mapped to the physical representation in the way shown in
section 2.5.
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2.5 Mapping of Logical and Physical Expressions

In order to see the relationship of logical P (i)s and their corresponding physical
probabilities P ph(i)s, let us assume that ERS starts with the TTL of a and
each time a search fails, it increments the TTL by b, until the search threshold
exceeds the search threshold value of L (TTL of a+ (L− 1)× b). We can derive
the following relationship between the logical and physical location probability
values in terms of a and b:

P (i) =

{∑b

j=1 P ph(a + (i − 2)b + j) if (i − 2) ≥ 0,∑a

j=1 P ph(j) otherwise.
(3)

For the logical representation of bandwidth cost (B(i)), we get the general ex-
pression for the logical bandwidth cost in terms of a and b as: B(j) = Ba+(j−1)b.

3 Numerical Experiments and Results

For our experimental study, the random topologies were generated using our
random topology generator [3], and the power-law topologies were generated
using the PLOD power-law topology generator [7]. Eq. 1 and 2 were used to
produce results for the generated topologies. We have experimented with a large
number of network topologies for both random and power-law categories, and
obtained similar results. Therefore, we discuss our findings in terms of a few
representative graphs presented here.

Figures 1 and 2 show representative graphs for power-law topology. In each
of these figures, expected bandwidth cost plotted against L = 0 denotes the
broadcast cost if no ERS was used (network-wide flooding), while other band-
width cost values on the graphs are for ERS search. We also plot the expected
locating time, labelled as “Time Cost” (in units of T ), to show how it grows as
L grows.

In [3], we demonstrated that there exists an optimum search threshold (L′)
for which the broadcast cost is minimum using ERS, for any random topology.
We also showed that L′ lies within the small range of [2, 4]. Figures 1 and 2, as



On the Optimization Trade-Offs of Expanding Ring Search 493

well as the random topology presented in Tables 1 & 2 substantiate the same
finding. We also have experimented with some regular topologies (hexagonal,
and circular), and found similar results.

While for most applications of ERS, the evidence of having an optimum
threshold is of great utility, for some it may not be enough. Applications with a
tight delay-budget need to consider how the selection of L impacts the locating
time. As can be expected, as well as evidenced by the expected locating time
graphs, expected locating time increases with each repeated ERS attempt. For
example, Figure 1 shows that locating time increases from about 1.5 to 4 units,
when L is increased from 1 to 4.

Let’s now investigate the effect of selecting a and b values that are greater
than 1. While Figure 1 plots results for a, b = 1 only, Figure 2 plots the band-
width and time graphs for two sets of a, b values. From Figure 2, it is evident
that the use of a, b = 2 resulted in a lower L′ (= 2) than when a, b = 1 was used
(= 4). Also, the optimum cost and expected locating time (at L′) in the case of
a, b = 2 is lower than that of a, b = 1.

Table 1. Different a values for a Random
Topology (b = 1)[N = 194, M = 19]

a Value Lowest B/W Cost Related
Time Cost

a = 2 186.533676(L′ = 2) 2.323834
a = 3 183.00(L′ = 1) 1.396373
a = 4 177.00(L′ = 1) 1.308290
a = 5 179.00(L′ = 1) 1.230570
a = 6 183.00(L′ = 1) 1.173575
a = 7 183.00(L′ = 1) 1.116580

Table 2. Different b values for a Random
Topology (a = 1)[N = 194, M = 19]

b Value Lowest B/W Cost Related
Time Cost

b = 2 183.844559(L′ = 2) 2.323834
b = 3 177.673569(L′ = 2) 2.147668
b = 4 179.409332(L′ = 2) 1.992228
b = 5 183.176178(L′ = 2) 1.878238
b = 6 183.005173(L′ = 2) 1.764249

We have experimented how the selection of a, b values individually impact the
expected bandwidth cost and locating time, and whether there can be optimum
values for a and b. Results for a random topology network are summarized in
Tables 1 and 2. We can see that a and b also have optimum values producing
lowest bandwidth cost. For the random topology, we have a = 4 as the optimum
a value (b kept constant), and b = 3 as the optimum b value (a kept constant).
For any given topology, bigger the individual values for a and b, smaller the
expected locating time. This is because bigger a, b values will incur less number
of ERS attempts thus involving less waiting time. By properly tuning the a or
b values, further reduction in bandwidth cost and time can be achieved when
compared to the common values of a, b = 1. We have also experimented with the
optimum a, b values as a combination. We had kept the a value at the optimum
(4), then varied the b value. We had then kept the b value at the optimum (3),
then varied the a value. We found that keeping the a at its optimum gives results
in the lowest bandwidth cost (177.00) at L = 1, no matter what the b value is.



494 J. Hassan and S. Jha

4 Conclusion

ERS is a well-known technique which minimizes the overhead of broadcast in
decentralized and unstructured networks. In this paper, we have provided per-
formance analysis of ERS in terms of any start and increment TTL. We have
studied two conflicting performance metrics: the expected cost, and expected
locating time. Designing an ERS such that the search cost (in terms of band-
width, processing etc.) is minimized, increases the expected locating time, and
vice versa. We derived important results that can be summarized as following:
(1) for any given network topology, there is an optimal search threshold (L′)
minimizing the expected broadcast cost. The L′ is a small value and lies withing
the small range of [2 − 4]. This result is significant because they are topology
independent and hence can be useful for a network node even if it cannot obtain
the topology of the entire network., (2) use of the start and increment TTL
values that are greater than 1 results in lower bandwidth cost & locating time,
and (3) further tuning of ERS is possible; there is an optimum value for the start
and increment TTL (individually). This tuning may need topology information.
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Abstract. Effective location management is critical for future personal
communication service (PCS) networks, which envision smaller cells com-
prising a vast number of mobile terminals. In this paper we present a
dynamic location management scheme with personalized location areas.
The proposed technology takes into account the mobility patterns of the
individual users in the system. The continuous time Markov chain is em-
ployed to model the system and analyze the location management cost.
The personalized location areas are dynamically defined for each mo-
bile terminal using a heuristic algorithm. Simulation results show that
the proposed scheme offers a lower signaling cost than that achieved by
some known methods.

1 Introduction

In personal communication service (PCS) networks, the location of each mobile
terminal (MT) has to be tracked consistently to guarantee successful call de-
livery [1]. This process of tracking locations of mobile users at any given time
is called location management. Location management implies two basic logical
procedures, namely location update and paging ; each in turn contributes to the
total location management cost.

In current PCS networks, such as the Global System for Mobile Commu-
nications (GSM), the entire service area is divided into several location areas
(LAs) and each LA is composed of one or more cells. The location update takes
place when the MT moves between LAs. When an incoming call arrives for the
MT, the system performs paging by sending polling messages to all the cells in
the MT’s last reported LA. This always-update location tracking strategy works
well for a relatively small number of mobile users. For future PCS networks,
such as Universal Mobile Telecommunication System (UMTS), the population
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of MTs will increase dramatically. Also, many new services like multimedia over
telephony are provided. In order to meet the quality of service requirements,
the cell size is reduced that allows for saving the power of transmission and
greater frequency reuse [1]. However, smaller cells adversely cause more frequent
cell crossing by MTs. The latter circumstance in turn leads to higher cost of
location management.

Various LA-based schemes have been proposed to reduce the signaling cost
for location management, which can be divided into two major categories: static
and dynamic [1]. In the former group, the whole system is partitioned into num-
ber of LAs, which are fixed and same for all users. The partitioning is done for
obtaining an optimal total management cost for all MTs [2]. In contrast, dy-
namic LA is based on the mobility behavior and call patterns (call arrival rate)
of individual MT. Some important dynamic LA schemes are time-based LA,
movement-based LA and distanced-based LA [1]. In [3], several strategies are
proposed to group cells into location areas by considering movement behavior
of individual MT’s. The LAs are fixed for each MT but could be different for
different MTs. The authors of [4] consider MT’s mobility pattern to create a
personalized LA for each. Once a MT leaves its current LA, a new LA will be
defined based on the probabilities of crossing the boundaries of cells, or so-called
transition probabilities. The new LA might have overlaps with the old one. The
problem with these schemes is that they group cells only based on the transition
probabilities between cells. The grouping is bounded by the LA size, which is
computed as the number of cells in the area. When performing the grouping,
there is no way to learn about the changes in the location management cost.

In this paper, we develop a dynamic location management scheme with a
personalized location area (PLA) for each MT and evaluate its performance.
We use continuous time Markov chain (CTMC) to analyze the location manage-
ment cost; and then describe a heuristic algorithm to determine the personalized
location area of a minimum cost.

2 Dynamic Location Management with Personalized
Location Area

The essence of the proposed dynamic location management scheme lies in de-
signing LAs for each MT individually and providing this information to them.
Once the MT enters the PCS system, a personalized LA is found by minimizing
the total location management cost based on the movement behavior of the MT
in the system. The system then sends the IDs of all cells in the designed LA to
the MT and the latter stores them in the local memory. If the MT moves into
a new cell, it checks if the new cell’s ID is in the list. If it is not found, then
MT sends a location update message to the system and a new personalized LA
is created. When there is an incoming call, the system will page all the cells in
the LA to identify the cell of MT’s current location and to deliver the call. Fig.
1 shows an example of the proposed location management scheme. The system
has 16 cells indicated on the right hand diagram by circles. Initially the MT
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Fig. 1. Example of Dynamic Location Management Scheme; Left: MT roaming. Right:
Forming location areas

resides in cell 1 and the designed personalized LA for the MT includes cells 1, 2
and 5 (bounded by the solid rectangle). When the MT moves into either cell 5
or cell 2, there is no location update performed. If a call arrives when the MT is
in cell 2, the system will page all three cells to find the MT and deliver the call.
The location update is performed when the MT moves for example from cell 2
to cell 6 (see, shaded circle). A new LA will be formed with cells 2, 6 and 11
(see, dashed rectangle). Note that the new LA overlays the previous one.

3 Personalized Location Area Design

We assume the network has an arbitrary topology. The PCS network can be
represented as a bounded-degree, directed graph G = (V, E ), where V is the
set of nodes representing the cells and E is a set of edges representing the
interconnections between the cells. |V | is denoted as the number of nodes in G.
Two adjacent cells i and j relate by two directed edges (i, j) and (j, i) in the
graph. The MT’s movement in the network is modeled as a random walk. Under
the random walk model, for each MT, there is a predefined probability pij of
moving from cell i to cell j with

∑
j pij = 1. The residence time of the MT in

cell i is assumed to be exponentially distributed with the mean 1/λmi.
The behavior of the MT in a predefined LA is modeled after a continuous

time Markov chain (CTMC) with absorbing states. The absorbing state denotes
the state of MT of moving out of the current LA. The state space of the CTMC
is S = {1, . . . , k, k + 1} where states 1 to k are transient states that represent
the cells in the LA and state k + 1 is the absorbing state that represents the
neighboring cells of the LA (cells k + 1 to n). The generation matrix of the
CTMC can be written as

Q =
(

A B
O 0

)
=


−λm1

∑
j �=1 p1j λm1p12 . . . λm1p1k λm1

∑n
j=k+1 p1j

...
...

...
...

...
λmkpk1 λmkpk2 . . . −λmk

∑
j �=k pkj λmk

∑n
j=k+1 pkj

0 0 . . . 0 0


(1)

where A is an k × k matrix with grouping the transition rates in the transient
states, B is column vector with B = −AeT and e = [1 1 . . . 1], O is a 1 × k
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zero matrix. Without loss of generality, we assume the first cell that the MT
enters in the LA is cell 1. Thus, the initial probability vector for this CMTC is
p0 = [1 0 . . . 0].

Given τa is the time to reach the absorbing state from t = 0, the probability
distribution of the time until absorption can be written as

Fa(t) = Pr{τa ≤ t} = 1 − p0e
BteT , t ≥ 0 (2)

The average residence time of the MT in the LA t̄ which equals to the mean
time to absorption E(τa) is then given by

t̄ = E(τa) = −p0B−1eT (3)

The total location management cost for MT in a specific LA K is defined as

C(K) = cpλcN + cuΦu (4)

where N is the number of cells in the LA, λc is the call arrival rate for the
MT, Φu is the location update rate of the MT for the LA K which equals to
1/t̄, cp and cu are the per-cell paging cost and the unit location update cost,
respectively. The first component of the right side of Equation 4 corresponds to
the paging cost and the addend is the location update cost.

A personalized LA is formed such that the total location management cost
is minimized. Because of the complexity of the optimization problem is high, an
iterative greedy heuristic algorithm that yields a sub-optimal result is proposed
as a rational alternative. The heuristic algorithm performs as follows.

Define:
LA: set of cells in the designed LA
TLA: set of cells in the temporary LA to be checked
Γ (A): the set of neighboring cells of LA A
v: LU cell of the MT
Cmin: minimum signaling cost corresponding to the designed LA
C∗: minimum signaling cost corresponding to TLA palatino

1. Initialize LA = {v}, TLA = LA and Γ(TLA), Cmin = C(LA) = cpλc

+ cuλmv

2. Include a new cell into the LA
C∗ = ∞
For cell i in the Γ(LA)

Let TLA’ = TLA ∪ {i}
Calculate t̄(TLA’) and C(TLA’)
If C(TLA’) < C∗

C∗ = C(TLA’), TLA = TLA’
End

End
If C∗ < Cmin

Cmin = C∗, LA = TLA
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End
3. If Cmin < cpλc(|TLA|+1)

Stop
Else

Find Γ(TLA)
Goto Step 2

End

Note that in step 1, Cmin = C(LA) = cpλc + cuλmv is the total signaling cost
of the LA only including the LU cell v. In Step 3, the algorithm will terminate if
Cmin is less than cpλc(|TLA|+1) which is the paging cost of grouping when one
more cell is added to the temporary LA. If the condition is met, there is no need
in further check because trivially Cmin will be less than the total cost incurred
by adding any single cell.

4 Simulation

In this section we present results of simulations performed to evaluate the per-
formance of the proposed dynamic location management scheme. We assume the
incoming call follows a Poisson process with mean λc. The residence time of the
MT in each cell is exponentially distributed with mean 1/λmi(i = 1, 2, . . . , |V |).

In the first study, we use a network with 25 cells. The system is organized
in a hexagonal grid structure for the simulation purpose, although arbitrary cell
topology can be used. The transition probabilities between cells are randomly
generated. We compare the proposed PLA scheme with the always-update (AU)
and the distance-based location area (DBLA) schemes. The distance threshold
of DBLA is set to D = 1. The incoming call rate (number of calls per hour)
is λc = 2. The average mean residence time of MT in the system is taken as
1/λ̄m = 180, 360, 540, 720 or 900s which corresponds to the call-to-mobility
ratio (CMR) 0.1, 0.2, 0.3, 0.4 and 0.5, respectively. The per-cell paging cost cp
is 1 and the unit location update cost cu is 10. The simulation is conducted for
all the schemes using the same trace. The total number of calls generated for

0

100000

200000

300000

400000

500000

600000

180 360 540 720 900
Average cell residence time (s)

L
M

 C
o

st

AU

DBLA

PLA

Fig. 2. Performance comparison of location management schemes
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each simulation run is 10,000. 20 simulation runs are performed for each CMR
instance. The result is obtained mean value of the 20 runs.

The results are shown in Fig. 2. For low CMR region (CMR = 0.1 to 0.4),
DBLA performs better than AU. When the CMR becomes larger (CMR = 0.5),
AU is better than DBLA. As we know, DBLA employs a larger location area than
that of AU to reduce the location update rate, and consequently the location
update cost. That in turn releases the paging cost. When the CMR is low, the
location update rate is high and the location update cost dominates the total
signaling cost. When the CMR increases, the location update rate decreases
and the paging cost contributes the total signaling cost. The proposed PLA
scheme defines the personalized LA by minimizing the location management
cost according to the MT’s movement behavior in the system and the system
parameters, which makes it better candidates compared to the counterparts such
as AU and DBLA.

Next, we compare the performance of the proposed scheme with the static
LA (SLA) scheme [3] with the same structure and the parameters. The network
has 20 cells as shown in Figure 3 of [3]. To make the CMR to 0.2 as in [3], we
set the mean residence time for each cell is set to 360s and the call arrival rate
is 2 calls per hour. We compare the proposed PLA scheme with the SLA scheme
using the Strategy Max Gain partition method that gives the best result among
the four strategies proposed in [3]. The location management costs for PLA and
SLA obtained from simulation are 61,008 and 65,299, respectively. The results
demonstrate that the proposed dynamic scheme outperforms the SLA scheme.

5 Conclusion

We have proposed the dynamic location management scheme designed for future
PCS networks. In essence, a personalized location area is formed for each MT
based on MT’s mobility pattern in the system and with the location management
cost as the objective function to be minimized. A heuristic algorithm assists in
finding an optimal solution. Based on the simulation results, it can be concluded
that the developed scheme significantly reduces the location management cost
compared to some known schemes such as AU, DBLA and static LA, thus it can
be considered as a viable candidate for future PCS networks.
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Abstract. Distance-based approach is most efficient among the three
strategies, namely time-based, zone-based, and distance based, used for
location management of mobile hosts (MHs) in a cellular PCN. In this
work, we made one important observation about the optimum distance
and then proposed a new updating strategy. When the MHs are static,
depending on where they had last updated, the paging cost and delay
could be high for the incoming calls during the static period. To avoid
this situation we use the variance of paging delay as a measure of the
mobility of the host. We have shown that using this parameter as an
indicator for updating, we can reduce the paging cost to a great extent.
The improvement is shown by simulation.

1 Introduction

Public communication service (PCS) networks employ a cellular architecture.
Communications to or from all the mobile hosts within a cell are via the base
station by radio channels.

The signal, sent to find the called person, is the paging signal. If all the cells
are paged simultaneously, then the user could be located with probability 1 and
in the first trial, without any delay. This is called a pure or blanket paging. When
the number of cells is large, as with present day PCS systems, pure paging would
generate enormous signaling traffic. In order to avoid such a costly paging, the
mobile user has to report its location time to time to the system. This process
of reporting is called location update. For the system to be always aware of the
present location of the mobile host, this update should be done every time the
MH crosses the boundary of a cell. But, that again is very inefficient.

Presently, location updates are triggered after some certain threshold con-
dition is satisfied, as follows (1) Time based [1], where the mobile user updates
at constant intervals;(2)Movement based [2], where, every time the mobile user
crosses a boundary, a counter is increased by 1, and when the count reaches a
threshold, the user updates; (3)Distance based [3], where the user updates when
he moves certain threshold distance from the last updated location.

In general, distance based approach is efficient for most of the users [4]. In
[5] we have shown that for a fast moving mobile host with a definite direction
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of movement, longer distance leads to overall cost reduction compared to MH
moving slow within a few cells. For an individual user, the mobility varies within
the day, during different hours of the day. Yet, it is impossible to adaptively
change the distance. We propose that paging delay divergence would be a suitable
parameter to determine the mobility. When this parameter is zero i.e., the MH
is static, it should update, so that during that period the paging cost and delay
would be minimum, if selective paging is used. This updating strategy is the
main contribution.

The details of the mobility models are described in section 2. In section 3 the
idea of the proposed updating strategy is explained. In section 4, the simulation
set-up is explained. Section 5 contains the experimental results, and section 6 is
the conclusion.

2 Mobility Model

The mobility model is the description of the day to day movements of the mobile
users. The random walk model no longer describes the pattern of movement
of the present day mobile users. In fact, most of the mobile users travel with
some purpose. Many of them repeats a certain route on every working days.
On weekends, at some certain time of the day, most of the movements are from
residential area towards shopping malls.

A mobile user can either stay in its present cell or move to enter any one
of its six neighboring cells. The probability of crossing any of the six adjacent
cells are pNE , pN , pNW , pSW , pS , and pSE respectively. Here, N stands for
North, E for East, S for South, and W for West. The probability to remain in
the same cell is 1− (pNE +pN +pNW +pSW +pS +pSE). This is in addition to a
default stay time in a cell, which has a fixed and a stochastic part. By changing
the values of the six directional movement probabilities, and manipulating their
values depending on movement history and model type at every cell crossing
step, we could simulate various movement behaviour. We have shown in [5] that
optimum distance for MH with different movement patterns differs.

3 Trigger Update - When the MH Is Static

For all the MHs there are periods of movements and static states. For most of
the present day mobile users, the routine movement is from home to office and
back. There are long static periods at home, and in the office. The idea of using
different distances during movement and static state is impractical and too costly
to implement. But, at least when the MH is static we can reduce the paging cost
by updating it’s location from the static cell and using selective paging. By that,
though the same threshold distance is used, the overall cost will be much lower.

This is further explained with Fig. 1. Here the MH last updated in cell •,
and then reach his office in cell ×. Let us suppose that the threshold distance
is 4. As the MH has not crossed the threshold distance, it will not update after
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reaching cell ×. Now, whatever call the MH receives during his whole stay in
the office, the paging delay will be 3, and every time 37 cells has to be paged
to reach him and incurring a delay of 4. Though the threshold distance is not
crossed, and the value of threshold distance is not changed, if the MH updates
once after reaching office, this delay and paging cost would be minimized for the
whole period of stay in the office.

Fig. 1. Paging cost during static state

Now the question is how to know whether the MH is now static or still on
move? When the mobile host is moving, the paging delay varies stochastically.
As shown in Fig. 1, the paging delay is same for all incoming calls when the
mobile host is static, i.e., the divergence of paging delay is zero. Thus, when the
divergence of paging delay is zero, but paging delay is not, one can conclude
that the MH has moved from the last updated location, not crossed the distance
threshold, and is now static. Under such condition, we need to trigger a fresh up-
date to improve the paging cost and delay. Below we propose a simple algorithm
to trigger this update.

At the MSC the information of paging delay is available. We need to store
that for last ν calls. Suppose paging delay for the ν successive calls are say,
δ1, δ2, . . . δν , and their variance is σ. Then, in addition to usual updates, an
extra update is triggered using the following simple algorithm:

Algorithm TriggerUpdate:
01 if ( (σ == 0) ∧ (δν > 0) )
02 then trigger update

Storing ν number of paging delays and running the above algorithm hardly
involve any extra cost. In section 4 we will show by simulation that a big cost
saving could be achieved by introducing this extra update.

4 The Simulation Set-Up

We assumed hexagonal cells. In the simulation, a network of 100 × 100 cells
in mesh structure was considered. The algorithm to simulate the movement of
mobile hosts were done in such a manner that crossing the edge of the network
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did not occur, and the travel routes are confined within the region of the whole
network.

How different movement models are implemented, is roughly described in
Section 3. The time is slotted, and a MH can cross a cell boundary only once
in a single time slot. A mobile host is allowed to travel for 1440 time slots.
Assuming 1 time-slot is equal to 1 min. this period covers a whole day. The
movement consists of fast directed movement (e.g. from home to office), static
periods (at home or at office), slow localized movements etc.

The call arrival is according to Poisson distribution. The probability of one
call coming in a single time-slot is ε, which is set at 3 different values within
the day, the highest value being 0.08. According to Poisson distribution, the
probability of k calls arriving in a single time-slot is

p(k) =
e−ε εk

k!

that is, the probability of at least one call arriving in a single time-slot is, 1−e−ε.
Maximum one incoming call is allowed in a time-slot.

We used selective paging [6]. While paging, the cell from which last updation
was done, is paged first. If not found, all cells which could be accessed by one
cell-crossing, i.e., six surrounding cells are paged. This continues until the MH is
successfully located. ForD = 4, in the worst case this could result in 1+6+12+18
cell paging and a delay of 4.

5 Results with Triggered Updates

Basically the location management cost consists of three factors, the location
update cost, paging cost, and the paging delay. In distance based strategy with
selective paging, the paging delay is restricted to a maximum, depending on the
threshold distance D. In this study, we consider the delay cost to be zero [3],
assuming it to be always tolerable. The total location management cost, with
this assumption, can be expressed as C = α×Nlu +Npg. α is the weightage of
update cost with respect to paging cost, whose value is set at 50 [5].

We know that with the present cell size, a threshold distance of 3 or 4 is
optimum. This is also true for an individual MH, when his mobility varies over
the day. But the situation is different when the MH is static at a single cell for
a long period of time. As explained in section 3, a MH may suffer long delay
and paging cost if the location of last update is different from the cell where he
is static. Here we trigger an update as described in section 3. We will show by
experiments the improvement of cost due to this additional updating.

We did simulations with 1000 MHs over a period of 100 days, where a single
day consists of 1440 time-slots. The incoming call rate varies over the hours of
the day, almost zero from midnight till early morning and high during business
hours. All the results are an average over the whole set of 1000 × 100 data.
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Fig. 2. On the left the change in paging cost with respect to ν is shown. On the right
the change in total cost with respect to ν is shown

We assume that the cost of the triggered update is same as the update done
while crossing the distance threshold, though in reality the triggered update does
not involve any wireless band.

In the first set of experiments we showed how the paging and the total cost
depends on ν - the number of previous paging delay data used. Please see Fig. 2.
When ν is low, it is possible that even when the MH is not really static, a
triggered update is done. This leads to unnecessary updates, and the total cost
is high. So when we see the total cost, it is minimized at ν = 4. This depends on
the incoming call rate too. But the overall effect is invariant. When the incoming

Fig. 3. On the left the change in paging cost for different distances when ν = 3. On
the right the change in paging cost for different distances when ν = 4

Fig. 4. On the left the change in total cost for different distances is shown when ν = 3.
On the right the change in total cost for different distances is shown when ν = 4
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call rate is very high, a triggered update even when the MH is static for a brief
period of time would lead to cost saving, in which case again the value ν ≈ 3 or
4 is optimum.

In Fig. 3 and Fig. 4, we have shown how much paging cost and total cost
are saved by introducing the extra triggered updates. Obviously, when we see
the paging cost only, lower the distance lesser is the cost, though we need more
updates. When we see the total cost, the threshold distance of 4 with ν = 4
gives the minimum total cost and a 20% cost decrease is achieved. Though this
is dependent on the parameter values used in our experiments, we can always find
optimum values corresponding to any cellular network using similar experiments.

6 Conclusion and Discussion

We have proposed a triggered update strategy, when the MH is static at a station
for long time to reduce the paging cost and delay. A simple algorithm is given,
and the improvement in paging and total cost is shown by experiments. Of
course, the exact amount of improvement may vary depending on the parameter
values of the network.

We have not given any analytical model and theoretical analysis to support
our experimental results. An analytical case for the proposed results might pro-
vide a better insight into the performance. We also like to add other types of
mobility models like activity-based mobility, and check the validity of our con-
clusions.
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Abstract. In wireless sensor networks, where energy of the sensor nodes
are finite, power control is an important issue to consider. In this paper,
we present a game-theoretic approach to solve the power control problem
in CDMA based distributed sensor networks. A non-cooperative game is
formulated and the existence of Nash equilibrium is studied for the sensor
nodes operating under incomplete information. With the help of this
equilibrium, we devise a distributed algorithm for optimal power control
and prove that the system is power stable if the nodes comply with
certain transmission thresholds. We show that even in the distributed
non-cooperative scenario, it is in the best interest of the nodes to remain
within these thresholds. The power level at which a node should transmit,
to maximize its utility, is also evaluated. Numerical results prove that
with the proposed algorithm, the sensor nodes are able to achieve best
possible payoff by consuming less power, resulting in extended network
lifetime.

1 Introduction

The advancement of wireless communication technologies coupled with the tech-
niques for miniaturization of electronic devices have enabled the development of
low-cost, low-power, multi-functional sensor networks. The tiny sensor nodes in
these networks consist of sensing mechanisms, information gathering and data
processing capabilities, and are capable of communicating untethered in short
distances [1]. With emerging technologies, these sensor nodes will decrease in
size, weight and cost by orders of magnitude. Also, the spatial and temporal
resolution will increase and the accuracy will improve. Some sensor networking
applications do not allow the possibility of human intervention due to difficulty in
accessing such areas. As a result, in most cases sensor networks are deployed for
only once with finite amount of energy available with the sensor nodes, which
makes the power control a major concern for these networks. As the amount
of energy available with the sensor nodes decreases with any kind of informa-
tion transfer, efficient power control for information transfer is a requirement
for these systems. Moreover, efficient power control can reduce the unnecessary
interference and extend the lifetime of the sensor networks.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, pp. 508–519, 2004.
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The power control algorithms available for cellular CDMA systems [2, 3, 4]
cannot be directly applied to current distributed sensor networks. Such central-
ized algorithms require extensive control signalling and are not applicable in
truly distributed scenario - where there is no central authority and each node
has the knowledge of local information only.

The natural question is then, who or what will control the power of the nodes.
In such cases, where control theoretic approaches fail, we apply a game theoretic
approach to regulate the power levels of the nodes and investigate whether any
optimality is achievable. A game is played by all the players/nodes in the system
simultaneously picking their individual strategies. This set of choices results
in some strategy profile s ∈ S, which we call the outcome of the game. We
typically assume all the players are rational and pick their strategy in such a
way so as to maximize their utility. For every action of a node in response to
the system’s action, the node has a payoff. If there is a set of strategies with the
property that no player can benefit by changing his strategy unilaterally while
the other players keep their strategies unchanged, then that set of strategies and
the corresponding payoffs constitute the Nash equilibrium. Though the existence
of Nash equilibrium is not guaranteed in a game, the closer the system is to this
equilibrium, the closer the system is to performance optimality. A game can be
played in two modes. Either the players have complete information about the
system in which case the game is a complete information game or the players have
no or partial knowledge of the system in which case the game is an incomplete
information game. Due to the distributiveness of sensor networks, the nodes do
not have information about the strategies taken by other nodes and thus we have
to devise games with incomplete information.

In this paper, we devise a distributed algorithm for power control, which
helps the sensor nodes in minimizing power consumption and maximizing payoff
and utility. The algorithm is based on a non-cooperative game of incomplete
information, where sensor nodes only have information about their own power
levels, signal to interference ratio (SINR) perceived from the system and its own
channel condition. A node might choose not to cooperate and act in a “selfish”
manner to obtain better utility from the system and transmit at a high power
level. This kind of non-cooperation will eventually increase the interference level
and thus might prove harmful to the system. We prove that it is in the best
interest of the nodes that they cooperate and comply with the transmit power
levels. As no information about the strategies taken by other nodes are needed in
this game, control signals are rarely needed helping nodes in conserving energy.

The rest of the paper is organized as follows. In section 2, we formulate the
non-cooperative game under incomplete information and establish the utility
functions. Net utility equations are formed and Nash equilibrium is studied in
3. We calculate the thresholds for transmission power and channel conditions
based on the equilibrium obtained. In section 4, we detect the desired power level
for transmission under all possible conditions to obtain best payoff. Numerical
results are presented in section 5. Conclusions are drawn in the last section.
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2 Non-cooperative Game Under Incomplete Information

Before we devise the game strategies, let us first study the distribution of the
nodes and calculate the expected number of nodes that contributes towards the
interference and noise of a node.

2.1 Node Distribution

Let us assume that the interference range of a node is rI . Thus, the area of
the interference region is aI = πr2I . We consider that there are M homogeneous
nodes that are uniformly random distributed over a region of area A. The prob-
ability that a node has m neighbors within the interference range is binomially
distributed [5]

Pr[m neighbors] =
(
M − 1
m

)(aI

A

)m (
1 − aI

A

)M−m−1

. (1)

ForM & 1 and aI ' A, the above binomial distribution is well approximated
by the Poisson distribution:

Pr[m neighbors] ≈ (ρaI)m

m!
e−ρaI (2)

where ρ = M
A is the node density. Under the Poisson approximation, the

expected number of nodes within the interference range of the receiver is∑M−1
m=0 m

(ρaI)m

m! e−ρaI . Theoretically, for randomly scattered nodes, the maxi-
mum number of interferers can extend upto infinity. For all practical purposes,
we can consider the maximum number of interferers to be the expected value
plus three times the standard deviation, σ [6]. Thus, the maximum number of
interferers is

N =
M−1∑
m=0

m
(ρaI)m

m!
e−ρaI + 3σ (3)

2.2 Game Formulation

We consider a time-slotted CDMA based sensor network and focus our attention
on a particular node with its expected N neighbors within the interference range.
Due to homogeneity of the nodes, we assume that all the nodes transmit with
a power chosen from a set S, where S consists of all permissible power levels
ranging from the minimum transmit power Pmin to maximum transmit power
Pmax. Then, if node 1 chooses its power level s1 ∈ S, node 2 chooses its power
level s2 ∈ S and so on, we can describe such a set of strategies chosen by all
N + 1 (a node with its N neighbors) nodes as one ordered N+1-tuple,

s = {s1, s2, · · · , sN+1} (4)

This vector of individual strategies is called a strategy profile (or sometimes
a strategy combination). For every different combination of individual choices
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of strategies, we would get a different strategy profile s. A node will choose its
strategy (to transmit or not to transmit, or to increase or decrease its power),
and correspondingly, will choose a power level if it decides to transmit. Ratio-
nally, a node should choose its own power level depending on the power levels
chosen by all other nodes, but in a distributed sensor network like the one under
consideration, it is not possible for a node to know about the strategies of the
rest of the nodes.

Based on such a situation, measure of satisfaction becomes one of the most
important concern for the nodes. Depending only on the information available
to a node i.e., its power level, channel condition and SINR, it calculates its util-
ity gained from the system and correspondingly chooses its transmission power
level. We call this utility value obtained by ith node as ui. Basically, this utility
depends on the strategy taken by the ith node, (i.e., si) and the strategies of all
its neighboring nodes denoted by the vector s−i which are not known to node
i. To emphasize that the ith node has control over its own power level si only,
we modify the utility notation and call it ui(si, s−i). Thus utility value of node
i can be expressed from [7] as,

ui(si, s−i) =
Lb

Fsi
f(γi) (5)

where, L is the number of information bits in a packet of size F bits. b is the
transmission rate in bits/sec using strategy si. f(γ) is the efficiency function
which increases with SINR. It measures the frame success rate and is defined
as, f(γ) = (1 − 2Pe)F , where Pe is the bit error rate (BER). For example, with
non-coherent FSK modulation scheme, Pe = 0.5e−

γ
2 . γi denotes the SINR of

node i (assuming, node i is also transmitting at the same time slot), and is given
from [7] as,

γi =
W

b

gisi∑
k �=i gksk + χ

(6)

where, W is the available spread-spectrum bandwidth, χ is the additive white
Gaussian noise (AWGN) at the receiver, and gk is the set of path gains. Thus,
the utility achieved by node i can be defined as,

ui(si, s−i) =
Lb

Fsi
f

(
W

b

gisi∑l
k=0,k �=i gksk + χ

)
(7)

where, l denotes the subset of neighbors that are active and influence the ith
node. Note, l can take values from 0 to N as obtained from equation (3). It can
be easily seen that with increase of other active nodes in the network, utility
obtained by ith node decreases. Another significant aspect of our formulation is
that the utility obtained by a node when it decides not to transmit is 0.
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3 Net Utility

Now let us consider the cost/penalty incurred by a node when it decides to
transmit. In a non-cooperative game of incomplete information, the cost to a
node must be considered, otherwise each node will try to transmit at the highest
possible power in order to achieve the best utility. The tradeoff here is the energy
consumption which is proportional to the transmit power. A node transmitting
at high power will decrease the SINR of other nodes and reduce their utility and
the nodes will react by increasing their power levels. This feedback will result in
all the nodes increasing their transmit power levels and faster consumption of
the battery. To combat this situation, we define net utility as the utility achieved
minus the cost incurred.

We consider two cases for finding the net utility. First, we assume that the
channel conditions are fixed. Under such a scenario, we inspect if there should
be any power threshold level for the nodes to obtain best utility. In subsection
3.2, we assume varying channel conditions and inspect the strategy that should
be followed by the nodes to maximize their utility.

3.1 Net Utility with Fixed Channel Condition

Under fixed channel condition, to gain better utility, nodes try to transmit at
a high power which eventually drains their battery quickly. If the strategy of a
node is to transmit at power P ∈ S, the cost is a function of P which we denote
by A(P ). P is a random variable denoting transmitting power of a node. It can
be noted that A(P ) is an increasing function of P . Thus, the net utility of ith
node can be written as

net utilityi =
{
ui(si, s−i) −A(P ) if node is transmitting
0 if node is silent. (8)

Attaining Nash Equilibrium. Let us now analyze the existence of Nash equi-
librium. If a node is allowed to transmit at any calculated power, then it is
obvious that ∫ ∞

0

fP (x)dx = 1 (9)

i.e., the node transmits with probability 1. However, for all practical purposes, a
node cannot transmit at arbitrarily high power and must decide on a maximum
threshold power Pt. The imposition of the threshold implies that the node will
not transmit at all if its calculated transmit power is above the threshold Pt.
In other words, exceeding this threshold will introduce non-beneficial net utility
for the node. Due to this restriction, the probability that a node transmits (or
does not transmit) will be dependent on the threshold Pt; smaller the thresh-
old, smaller the probability of transmission. Thus a node transmits at a power
level not exceeding Pt, i.e., 0 < P ≤ Pt. Then the probability that a node is
transmitting can be given by,
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∫ Pt

0

fP (x)dx = p(Pt) (10)

where, fP (x) is the probability density function of P . If all nodes obey the
threshold and transmit at a power not exceeding Pt, then the expected net
utility of ith node (if the node is active) can be given by,

E[net utilityi] =
N∑

l=0

(ui(si, s−i) −A(P ))CN
l (p(Pt))l(1 − p(Pt))N−l (11)

As
∑N

l=0 C
N
l (p(Pt))l(1 − p(T ))N−l = 1, equation (11) can be rewritten as

E[net utilityi] =
N∑

l=0

ui(si, s−i)CN
l (p(Pt))l(1 − p(Pt))N−l −A(P ) (12)

If we define Ui(Pt) as,

Ui(Pt) =
N∑

l=0

ui(si, s−i)CN
l (p(Pt))l(1 − p(Pt))N−l (13)

then the expected net utility obtained by ith node is given by,

E[net utilityi] = Ui(Pt) −A(P ) (14)

A node can be in two modes; either it is active and transmitting or it is silent.
If the node is transmitting, then the expected net utility is given by equation
(14). If the node is silent then by definition the expected net utility is 0. Thus,
the achievable gain (net utility considering both modes) obtained by node i is

Gi(Pt) =
∫ Pt

0

[Ui(Pt) −A(x)]fP (x)dx

= Ui(Pt)p(Pt) −
∫ Pt

0

A(x)fP (x)dx (15)

For the sake of convenience, let us denote∫ Pt

0

A(x)fP (x)dx = B(Pt)

Then, equation (15) can be written as

Gi(Pt) = Ui(Pt)p(Pt) −B(Pt) (16)

Next, we show, if nodes follow the threshold Pt, then even without the knowl-
edge of other node’s power levels, the system can attain Nash equilibrium, i.e.,
they will reach a stable state where the gain of an individual node cannot be
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increased further by unilaterally changing the strategy of that node. For a node,
the expected net utility for transmission and for being silent should be equal at
the threshold, i.e., when P = Pt. Therefore, the solution to the equation,

Ui(Pt) −A(Pt) = 0 (17)

will be the required threshold for the power level. We will now show why main-
taining this threshold will help reach the Nash equilibrium.

Let us assume T1 be the solution to the equation (17). Then the average
achievable gain of ith node obtained from the system is given by,

Gi(T1) =
∫ T1

0

[Ui(T1) −A(x)]fP (x)dx

= Ui(T1)p(T1) −B(T1) (18)

But suppose, a node unilaterally changes its strategy and changes the thresh-
old value to T2. Then the average achievable gain obtained by this particular
node is given by

Gi(T2) =
∫ T2

0

[Ui(T1) −A(x)]fP (x)dx

= Ui(T1)p(T2) −B(T2) (19)

The difference between Gi(T1) and Gi(T2) is given by,

Gi(T1) −Gi(T2) = [Ui(T1)p(T1) −B(T1)] − [Ui(T1)p(T2) −B(T2)] (20)

where, we use equation (17) to find the value of Ui(T1). Substituting the value
of Ui(T1) in the above equation, we get,

Gi(T1) −Gi(T2) = A(T1)[p(T1) − p(T2)] − [B(T1) −B(T2)] (21)

Two cases might arise depending on the relative values of T1 and T2.

• Case 1: T1 > T2

In this case, equation (21) can be written as

Gi(T1) −Gi(T2) =
∫ T1

T2

[A(T1) −A(x)]fP (x)dx (22)

Since A(P ) is an increasing function of power level P , A(T1) − A(x) > 0 for
x < T1. Therefore for T1 > T2,

Gi(T1) −Gi(T2) > 0. (23)
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• Case 2: T1 < T2

In this case, equation (21) can be written as

Gi(T1) −Gi(T2) = −
[ ∫ T2

T1

[A(T1) −A(x)]fP (x)dx
]

(24)

Applying the same logic, we find A(T1) − A(x) < 0 for T1 < x ≤ T2 which
gives

Gi(T1) −Gi(T2) > 0 (25)

Thus, for both the cases we find Gi(T1) > Gi(T2). This shows that a node’s
average achievable gain cannot be increased further by changing its strategy uni-
laterally. Therefore T1 is the power threshold for attaining the Nash equilibrium
in the non-cooperative, incomplete information game.

3.2 Net Utility with Varying Channel Conditions

In this section, we show existence of a threshold for channel condition necessary
for attaining Nash Equilibrium. We observe that the cost/penalty of the nodes
will now depend on the channel conditions; better the channel conditions, lower
is the cost. Thus, we define the cost as inversely proportional to the continuously
varying channel condition C. Let this cost be ξ( 1

C ) which is a decreasing function
with C. Then, the net utility of ith node can be written as,

net utilityi =
{
ui(si, s−i) − ξ( 1

C ) if node is transmitting
0 if node is silent. (26)

Attaining Nash Equilibrium. We hypothesize that a node should transmit,
only if its channel condition is better than a given threshold. Let this threshold
be Ct. Therefore, the probability of a node transmitting is∫ ∞

Ct

fC(x)dx = p′(Ct) (27)

where, fC(x) is the probability density function of C. Then, similar to the equa-
tions presented in subsection 3.1, the expected net utility of ith node (if the
node is active) can be given by,

E[net utilityi] =
N∑

l=0

(ui(si, s−i) − ξ(
1
C

))CN
l (p′(Ct))l(1 − p′(Ct))N−l

=
N∑

l=0

ui(si, s−i)CN
l (p′(Ct))l(1 − p′(Ct))N−l − ξ(

1
C

)

Next, defining U ′
i(Ct) as

∑N
l=0 ui(si, s−i)CN

l (p′(Ct))l(1− p′(Ct))N−l, the ex-
pected net utility of node i can be given by,

E[net utilityi] = U ′
i(Ct) − ξ(

1
C

) (28)
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The gain obtained by the node i is

G′
i(Ct) =

∫ ∞

Ct

[U ′
i(Ct) − ξ(

1
x

)]fC(x)dx

= U ′
i(Ct)p′(Ct) −B′(Ct) (29)

where B′(Ct) =
∫∞

Ct
ξ( 1

x )fC(x)dx.
Now we will show that if the nodes act rationally and transmit only when

the channel condition is better than Ct, then Nash equilibrium can be reached.
As before, the solution to U ′

i(Ct) − ξ( 1
Ct

) = 0 gives the value of the threshold.
Let C1 be the solution. Then, the average achievable gain of ith node is given

by,

G′
i(C1) =

∫ ∞

C1

[U ′
i(C1) − ξ(

1
x

)]fC(x)dx = U ′
i(C1)p′(C1) −B′(C1) (30)

Suppose, a node unilaterally changes its strategy and decides the threshold
be C2. Then the average achievable gain for that node will be

G′
i(C2) =

∫ ∞

C2

[U ′
i(C1) − ξ(

1
x

)]fC(x)dx = U ′
i(C1)p′(C2) −B′(C2) (31)

The difference in the gain is given by

G′
i(C1) −G′

i(C2) = [U ′
i(C1)p′(C1) −B′(C1)] − [U ′

i(C1)p′(C2) −B′(C2)]
= U ′

i(C1)[p′(C1) − p′(C2)] − [B′(C1) −B′(C2)]

= ξ(
1
C1

)[p′(C1) − p′(C2)] − [B′(C1) −B′(C2)] (32)

Again, two cases might arise depending on the relative values of C1 and C2.

• Case 1: C1 > C2

G′
i(C1) −G′

i(C2) = −
[ ∫ C1

C2

[ξ(
1
C1

) − ξ(
1
x

)]fC(x)dx
]
> 0 (33)

• Case 2: C1 < C2

G′
i(C1) −G′

i(C2) =
[ ∫ C2

C1

[ξ(
1
C1

) − ξ(
1
x

)]fC(x)dx
]
> 0 (34)

which shows, a node cannot increase its gain by unilaterally changing its strategy.

4 Detecting Transmission Power to Maximize Payoff

So far, we have evaluated the maximum power level and minimum channel con-
dition, that a node must comply with. However, in most cases the nodes will use
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power levels that are below the maximum allowed. Thus the right transmit power
needs to be evaluated which will depend on the SINR, which again depends on
the strategies adopted by the other nodes. Due to the unreliability of the wireless
channels, the successful transmission of a packet is probabilistic. We first find this
probability of successful transmission. Let C, P and R be the random variables
denoting channel condition, transmitting power and received power respectively,
where received power consists of received desired signal power and received un-
desired signal power from other active nodes in the network and noise from the
surroundings. We assume that these random variables are uniformly distributed
between {Cmin, Cmax}, {Pmin, Pmax} and {Rmin, Rmax} respectively. Then, we
define the probability of successful packet transmission as

ps =
P

P +R
× C − Cmin

Cmax − Cmin
(35)

This definition of ps is compatible with the axioms of probability in the sense
that 0 ≤ ps ≤ 1. When a node transmits with the best possible power, under
best possible channel condition and very low received power, the probability of
successful transmission tends to1. In contrast, when a node transmits at low
power, under worst channel condition and high received power, the probability
of successful transmission tends to 0.

Now, once the probability of successful transmission is defined, it is time to
find the desired power level, at which the packets should be sent. In doing so,
our main objective is to maximize the payoff of the transmitting sensor node.
We consider the scenario, where the transmitter node continues to retransmit
until the transmission is successful. Let, the power level chosen by the transmitter
node be P , and there are (n−1) unsuccessful transmission followed by successful
transmission. Then the expected power consumption by the transmitter node can
be given by,

E[Power Consumption]P =
∞∑

n=1

n(1 − ps)n−1 × ps × P =
P

ps
(36)

Now, we have the expected power efficiency for a power level P , which we
can simply define as the inverse of the expected power consumption, where the
probability of successful transmission is given by ps. We combine these two
factors to find the payoffs for a certain power level P which we define as

(payoff)P = ps × E[Power Efficiency]P =
ps

E[Power Consumption]P
(37)

where, (payoff)P is the payoff and E[Power Consumption]P is the expected
power consumption of the node for transmitting at power level P . A node can
thus choose the power level which would maximize its payoff.
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Fig. 1. Probability of successful transmissions for C = 0.5 and C = 1.0
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Fig. 2. Payoffs for C = 0.5 and C = 1.0

5 Numerical Results

We consider a network with homogeneous sensor nodes which can transmit uni-
formly in the range {Pmin, Pmax}. We assume the channel condition experienced
by the nodes as a quantitative factor, which can take values uniformly in the
range {Cmin, Cmax} such that, C = C−Cmin

Cmax−Cmin
takes values in the range (0−1).

C can be thought as a normalized measure of the channel condition. We consider
Pmin as 1mW and Pmax as 100mW. We show our results considering maximum
received power as 100mW.

In figure 1, we show the probability of successful transmissions for different
values of transmitting power and received power. The values of C were considered
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as 0.5 and 1.0 respectively. As expected, with improvement in channel condition,
the probability of successful transmissions increases. Moreover, we find that, the
probability of successful transmission is more when the received power is less.
This clearly indicates that with more number of active nodes, the probability of
successful transmission decreases.

In figure 2, we present the payoffs obtained by a node for C = 0.5 and 1.0
respectively. These plots serve as a guideline for calculating the desired trans-
mitting power for various received power and channel conditions. More precisely,
if R is low, and P is high, then the payoff is not maximized. To obtain the best
payoff at low received power, the transmitting power must also be low. The plots
also reveal the existence of an upper bound in transmit power as was obtained
in section 3.1; a condition to reach Nash equilibrium.

6 Conclusions

In this paper, we presented a game-theoretic approach to solve the power con-
trol problem encountered in sensor networks. We used non-cooperative game
of incomplete information and studied the behavior of Nash equilibrium. We
found the existence of Nash equilibrium assuming that there exist minimum and
maximum threshold for channel condition and power level respectively. We sug-
gest that a node should only transmit when its channel condition is better than
the minimum threshold and its transmission power level is below the threshold
power level. We also evaluated the desired power level at which the nodes should
transmit to maximize their payoffs under any given condition.
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Abstract. We propose a distributed k-connected (KC) energy saving
topology control algorithm for wireless sensor networks. Each node con-
structs a local k-connected sub-network independently based on the
neighbor topology information, and adjusts its transmission power using
a Max-Min method to save energy. We prove KC algorithm preserves
the network connectivity (even k-connectivity if the neighbor topology
is k-connected). Performance simulation shows the effectiveness of our
proposed algorithm.

1 Introduction

Wireless sensor networks have been the focus of many recent research for its
applications in military and environment surveillance. Since sensors are typically
powered by batteries, energy-saving is a prime consideration in these networks.
Topology control via per-node transmission power adjustment has been shown
to be effective in extending network lifetime and increasing network capacity.

Several energy-saving topology control algorithms [1]-[5] have been proposed
to create a power-efficient network topology in wireless sensor networks with
limited mobility. Ramanathan et al. [1] proposed the CONNECT and BICONN-
AUGMENT algorithms to solve the 1-connected and 2-connected energy-saving
topology control problems, but both CONNECT and BICONN-AUGMENT are
centralized algorithms with poor scalability. Roger Wattenhofer al. [2] introduced
a cone-based distributed topology control algorithm (CBTC) with the support
of directional antenna, but directional antenna is usually unusable for sensor
networks. Ning Li [5] devised the LMST algorithm basing on the local minimum
spanning tree theory, LMST only maintains 1-connectivity of the network and
need the position system to identify the mutual distance between neighbor nodes,
which may be inapplicable.

Compared with CBTC and LMST, our proposed k-connected (KC) energy
saving topology control algorithm need not directional antenna or position sys-
tem support. We prove KC algorithm preserves the network connectivity (even
k-connectivity if the neighbor topology is k-connected) and dramatically reduces
the node power consumption. Performance simulation shows the effectiveness of
our proposed algorithm.
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2 The K-Connected (KC) Energy-Saving Topology
Control Algorithm

Suppose n sensor nodes are arbitrarily deployed in a two-dimensional plane. Each
node is equipped with an omni-directional antenna with adjustable transmission
power in the range of 0 to Ps max. V denotes the sensor node set in the network,
∀u ∈ V , if node u can communicate with node v(v ∈ V ) using the maximum trans-
mission power, node v is called a neighbor of nodeu, all the neighbors of nodeu con-
stitute its neighbor set V u

N (including node u). network connectivity can be mea-
sured by k-edge connectivity or k-vertex connectivity, the latter is stronger than
the former. Since node failure is more common than link failure in wireless sensor
networks, we use k-vertex connectivity in this paper. The KC algorithm is com-
posed of the following four phases: topology information collection, local topology
construction, transmission power adjustment and mobility manipulation.

2.1 Topology Information Collection

Each node broadcasts a HELLO message using the maximum transmission power
Ps max to its neighbors, by measuring the receiving power of HELLO messages,
node u can determine the minimum power P (u,v)

s min required to reach its neighbor
node v as in [5]. Assume the remaining battery energy of node u is Wu, we define
the lifetime of link (u, v) as

T (u,v)
max =

Wu

P
(u,v)
s min

(1)

so link (u, v) can be regarded as a directed edge between node u and v with
two weight values: P (u,v)

s min and T
(u,v)
max , all these directed edges construct edge set

E, thus G = (V,E) is a directed graph representing the global network topol-
ogy. Each node can obtain the link information to its neighbors by receiving
HELLO messages, it broadcasts these information in a Neighbor Link Informa-
tion Message (NLI) using the maximum transmission power. After receiving the
NLI messages from all the neighbors, node u can build its neighbor topology
information graph Gu

N = (V u
N , E

u
N ), where Eu

N is the edge set among all the
nodes in V u

N .

2.2 Local Topology Construction

On obtaining the neighbor topology information graph, each node builds a k-
connected subgraph Gu

N
′ = (V u

N , E
u
N

′) using the following local k-connected
energy-saving topology control(LKC) algorithm.

Step 1. Construct a subgraph Gu
N

′ = (V u
N , E

u
N

′) without any edges , i.e.
Eu

N
′ = φ. ∀x ∈ V u

N , set its minimum transmission power P x
min to 0, P x

min = 0.
Step 2. ∀x, y ∈ V u

N , merge the two directed edges e(y,x)
P,T and e

(x,y)
P,T between

them into a undirected edge exy
P,T , the weight values of the new undirected edge

are:
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P xy
s min = max(P (x,y)

s min , P
(y,x)
s min) T xy

max = min(T (x,y)
max , T (y,x)

max )

The purpose of this step is to avoid the unidirectional link in the network, because
MAC protocols usually require bidirectional links for proper operation.

Step 3. Sort the edges in Gu
N = (V u

N , E
u
N ) according to its lifetime T xy

max in
a non-increasing order, the sort result is denoted as S.

Step 4. If S is empty, terminate the algorithm, else retrieve the first edge
exy

P,T from S.
Step 5. If node x and y are in the same k-connected subgraph of Gu

N
′ =

(V u
N , E

u
N

′), go to step 4; else add edge exy
P,T to Eu

N
′ and update the transmission

power by performing the following two steps.

if P x
min < P xy

s min, set P x
min = P xy

s min

if P y
min < P xy

s min, set P y
min = P xy

s min

Step 6. If Gu
N

′ is k-connected, terminate the algorithm, else go to step 4.

2.3 Transmission Power Adjustment

On termination of the LKC algorithm, node u obtains the transmission power
P x

min for each node in V u
N , it broadcasts these information to its neighbors in a

Transmission Power Control(TPC) message and adjusts its transmission power
using a Max-Min method. Assume Pu

TPCx is transmission power of node u in
the received TPC message from neighbor x, node u compares Pu

TPCx with Pu
min

and records the the less one:

Pux = min(Pu
min, P

u
TPCx)

After receiving the TPC messages from all neighbors, node u set its transmission
power Pu to the maximum of Pux:

Pu = max
(
Pux,∀x ∈ V u

N and
x

	= u
)

The final network topology after transmission power adjustment is denoted as
G0 = (V,E0). The Max-Min transmission power adjustment further removes
some redundant paths while preserving the network connectivity, which is proved
in Lemma 1.

Lemma 1. ∀u ∈ V , if Gu
N

′ = (Gu
N , E

u
N

′) obtained by LKC algorithm is k-
connected, after the Max-Min transmission power adjustment, ∀v ∈ V u

N and
v 	= u, there are at least k disjoint paths between node u and v in G0 = (V,E0).

Proof. ∀u ∈ V , v ∈ V u
N , v 	= u, because Gu

N
′ = (Gu

N , E
u
N

′) and Gv
N

′ = (Gv
N , E

v
N

′)
are k-connected graph, we denote the k disjoint paths between u and v in Gu

N
′ =

(Gu
N , E

u
N

′) as p1
u, p

2
u, ...p

k
u, and those in Gv

N
′ = (Gv

N , E
v
N

′) as p1
v, p

2
v, ...p

k
v . After

the Max-Min transmission power adjustment, the transmission power of node u
is:

Pu = max (min(Pu
min, P

u
TPCv),∀v ∈ V u

N and v 	= u)
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which implies Pu ≥ min(Pu
min, P

u
TPCv), if Pu

min > Pu
TPCv, the k disjoint paths

between node u and v are p1
v, p

2
v, ...p

k
v , else they would be p1

u, p
2
u, ...p

k
u. Therefore

after the Max-Min transmission power adjustment, there are at least k disjoint
paths between node u and v in G0 = (V,E0).

2.4 Mobility Manipulation

To manipulate the mobility of sensor nodes, each node should broadcast HELLO
message periodically, the interval between two broadcasts is determined by the
mobility speed. When any node finds the neighbor topology is changed, it will
rebroadcast the Neighbor Link Information message to notify its neighbors to
update the neighbor topology information graph and readjust the transmission
power from scratch.

Fig. 1. The topology derived by KC algorithm is k-connected

Theorem 1. ∀u ∈ V , if the neighbor topology Gu
N = (V u

N , E
u
N ) is k-connected,

the final topology G0 = (V,E0) obtained by KC algorithm is also k-connected.

Proof. Let n(u, v) represents the number of edges along a path puv between
node u and v in G0 = (V,E0), n(u, v)=1 means u and v are directly connected,
n(u, v)=2 means there is an intermediate node between u and v along path puv.
∀u ∈ V, v ∈ V,if n(u, v)=1, node v is node u’s neighbor, by Lemma 1, there are
k disjoint paths between u and v in G0 = (V,E0). Assume when n(u, v) = m
(m ≥ 1), there are k disjoint paths between node u and v in G0 = (V,E0), now
we prove the assumption is still held for n(u, v) = m+1.

When n(u, v) = m+1, we denote the m intermediate nodes along path puv

as a1, a2...am, so there exists a path pa1v = (a1, a2...am, v) between node a1and
v, n(a1, v) = m, according to our assumption, there exist k disjoint paths be-
tween node a1 and v in G0 = (V,E0) (including path pa1v). Consider the k
nodes that are directly connected with a1 on the k disjoint paths, denote them
as a2, s1, s2...sk−1, if we can find k disjoint paths from u to these k nodes:
pua2 , pus1 , pus2 . . . pusk−1 , then there must exist k disjoint paths between node u
and v, as illustrated in Fig. 1.

Because node u and a2...am are a1’s neighbors, they are in the same neighbor
set, by Lemma 1, there exist k disjoint paths between each pair of these nodes
in G0 = (V,E0). Now we will show how to find the k disjoint paths from u to
a2, s1, s2...sk−1. For node a2, obviously a path pua2 = (u, a1, a2) exists between
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node u and a2 in G0 = (V,E0). For node s1, because there are k disjoint paths
between node u and s1 in G0 = (V,E0), at most one of them will intersect with
pua2 , we can find a disjoint path pus1 from the remaining k-1 ones. Similarly, for
node sk−1, among its k disjoint paths to node u at most k-1 of them will intersect
with path pua2 , pus1 , pus2 . . . pusk−2 , the last disjoint one is pusk−1 . So we can find
k disjoint paths pua2 , pus1 , pus2 . . . pusk−2 , pusk−1 from node u to a2, s1, s2...sk−1

respectively, which implies there also exist k disjoint paths between node u and
v, thus when n(u, v) = m+1, there are still k disjoint paths between node u and
v in G0 = (V,E0). Therefore the final topology G0 = (V,E0) obtained by KC
algorithm is k-connected.

3 Performance Evaluation

We evaluate the performance of KC algorithm through simulations. Assume n
nodes are uniformly distributed in a l×l square area, two-ray ground propagation
model is used for the wireless channel, the maximum transmission power is
0.2818w, the receiving threshold is 3.652E-10w and the corresponding maximum
transmission range is 250m.

In the first simulation, we set n=100 and l =1000m, Fig. 2 shows four sample
topologies derived using the maximum transmission power, CBTC, LMST, and
KC (k=1) algorithm, from which we can see CBTC, LMST and KC all dramat-
ically reduce the average node degree while maintaining network connectivity,
a smaller average node degree usually implies less contention/interference and
better spatial reuse. Moreover, KC outperforms both LMST and CBTC.

In the second simulation, we fix the distribution area l=1000m and vary the
number of nodes from 50 to 300, Fig. 3 shows the average transmission power
under different topology control algorithms , we can see the transmission power
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Fig. 2. Sample topologies derived under different topology control algorithms
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under KC algorithm is the minimum. With the node density increasing, the
average distance between each pair of neighbor nodes becomes closer. Hence,
the nodes need lower transmission power to ensure the network connectivity.
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Fig. 3. Average transmission power under different topology control algorithms
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Abstract. Finding the location of an object, other than the sensor in
a sensor network is an important problem. There is no good technique
available in the literature to find the location of objects. We propose a
technique to find the location of objects in a sensor grid. The locations of
the sensors are assumed to be known. A sensor can only sense the number
of objects present in its neighborhood. This small information injects low
traffic in the network. The computations are carried out completely in
the base station.

1 Introduction

Micro-sensor is a small sized and low powered electronic device with limited
computational and communicational capability. A Sensor Network [1] is a net-
work containing some ten to millions of such micro-sensors (or simply sensors).
Location finding is an important issue [4, 5, 6, 7] in a sensor network. It usually
involves transmission of huge information and a lot of complex computations.
Heavy transmission load drains the energy and shortens the life of the network
[4]. An efficient location finding technique is required that involves little infor-
mation passing, like only the counts, angles or distances of objects. Counting of
objects needs simpler mechanism and hardware than those for angles or distances
etc.

Several techniques are available for finding the location of a sensor with un-
known position [2, 8, 10, 11]. But finding the location of objects has not received
much attention. We propose a technique for finding locations of objects based
only on the counts of objects sensed by different sensors. We formulate a system
of linear equations for this purpose. The variables in the system are binary in
nature. Standard techniques for solving a system of linear equations takes poly-
nomial time whenever the system has a unique solution. Otherwise, the system
gives an infinite number of solutions. But in our case, usually the system of equa-
tions does not possess a unique solution. But the number of solutions should be
finite, as the variables are binary in nature. One can determine the positions of
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the objects in exponential time on the number of cells in a grid. Our algorithm
finds the locations of objects with much better complexity.

Section 2 describes the model and problem. In Section 3 we propose the
algorithm to find locations of objects. Section 4 deals with the analysis of the
algorithm. In Section 5 simulation results are presented. Finally, we present our
conclusion in Section 6.

2 The Model and Problem Statement

We assume that the geographical area under consideration is divided into a two
dimensional grid[3] with the following assumptions:

– The sensors are static and their positions are known.
– The objects to be sensed are indistinguishable to the sensors.
– The field is split into equal sized and small rectangular regions. Each of the

smallest regions is termed as a cell.
– Each cell has unique spatial co-ordinate in two dimensions.
– A cell can contain at most one sensor and at most one object.
– A sensor can sense only 9 cells (the cell in which it resides and the eight

neighboring cells).
– A sensor is capable of counting the number of objects in its neighborhood.
– A sensor node communicates its location and the count of the objects sensed,

to the base station.

The sensors may be placed in any manner, either by some design or through
random placements. After placing the sensors, the positions of these sensors
are determined with some localization technique. In this work, we assume that
once the placement is complete, the sensors remain static. We consider a two
dimensional field. The field is divided into m × n identical cells. A cell can be
uniquely identified by a pair of integers (i, j) when the cell lies in ith row and
jth column in the field. We assume that a sensor or an object of our interest is
small enough to fit inside a cell.

A sensor detects an object by optical, ultrasound or radio energy reflection or
by any other mean. Intensity of energy decreases with the increase in distance.
Therefore, a sensor can not sense objects placed beyond a finite region around it.
This region is termed as the locality or sensing region of the sensor. We assume
that the locality consists of 9 cells. The locality of a sensor at (u, v) consists of
the cells (u, v), (u, v ± 1), (u ± 1, v) and (u ± 1, v ± 1). We introduce a binary
variable xuv corresponding to the cell (u, v). The value of 1 is assigned to a
variable, xuv, if and only if the cell (u, v) contains an object and value 0 for no
object. xuv indicates the number of objects in the cell (u, v). If c is the count of
the objects recorded by the sensor at (u, v) then,

xu−1 v−1 + xu−1 v + xu−1 v+1 + xu v−1

+xu v + xu v+1 + xu+1 v−1 + xu+1 v + xu+1 v+1 = c (1)
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The equation (1) contains 9 variables. This equation alone is not enough for
finding the location of objects. A sensor sends own position and the count of
objects in its locality to the base station. The base station generates many
equations with information from different sensors. Even then, the base station
may not find the exact locations of all objects. Our proposed algorithm calculates
the probabilities, puv, that the cell (u, v) contains an object.

The problem to the base station may be stated formally as:

Problem 1. Suppose, the field is equipped with p sensors, s1, s2, · · ·, sp placed
in a two dimensional grid field of size m× n. Let (ui, vi) be the location of the
sensor si in the grid. ci denotes the number of objects observed by si. Note that
a sensor at the border of the grid does not have 9 neighbors. Using equation (1)
we obtain a system of linear equations as:

xui−1 vi−1 + xui−1 vi
+ xui−1 vi+1 + xui vi−1

+xui vi
+ xui vi+1 + xui+1 vi−1 + xui+1 vi

+ xui+1 vi+1 = ci (2)

for i = 1, 2, . . . , p where xuv ∈ {0, 1} and xuv = 0 for the cell (u, v) beyond the
grid. Find the complete set of probabilities, puv, u = 1, 2, · · ·m, v = 1, 2, · · ·n.

Fig. 1 shows a scenario of a 4× 5 sensor grid. A bullet in a cell indicates that
the cell contains an object. The grid contains 6 sensors s1, s3, s4, s5 and s6 at
locations (1, 2), (2, 3), (2, 4), (3, 4), (4, 2) and (4, 5). They found 0, 3, 2, 2, 2 and
0 objects respectively.

1 2 3 4 5

1

2

3

4

s1

s2 s3

s4

s5 s6

•
••

Fig. 1. An example showing sensors marked by si’s and objects denoted by •

The system of equations corresponding to the scenario in Fig. 1 is:

x11 + x12 + x13 + x21 + x22 + x23 = 0
x12 + x13 + x14 + x22 + x23 + x24 + x32 + x33 + x34 = 3
x13 + x14 + x15 + x23 + x24 + x25 + x33 + x34 + x35 = 2
x23 + x24 + x25 + x33 + x34 + x35 + x43 + x44 + x45 = 2
x31 + x32 + x33 + x41 + x42 + x43 = 2
x34 + x35 + x44 + x45 = 0

The system of equations will be solved to find the probabilities, puv.
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3 The Algorithm

While solving the system of equations (2) we take the advantage of the binary
nature of the variables. The set of all possible solutions to the system is termed
as the solution set and denoted by S.

Three markers A, B and C are used against each variable, xuv. A indicates
xuv takes any value irrespective of the values of other variables in the solution
set. B denotes xuv may take 0 or 1 depending on the values of other variables
in the solution set. C indicates that xuv may take only one of 0 and 1 whatever
may be the value of the other variables in the solution set. Our algorithm counts
the number of solutions rather than finding the solution set to the system.

Algorithm 1 (ObjectLocation:)

Step-1: Initially, each variable is marked A and S = ∅.
Step-2: For i = 1 to p perform Step-3 through Step-5.

Step-3: Let Si be the set of the variables in the in the i-th equation. Let Bi

be the set of those variables in Si which are marked B.

Step-4: For each of solution s ∈ S do
From the solution s, take out the portion corresponding

to the variables in Bi, say s′.
If (the number of 1’s in this portion exceeds ci)

Remove s from S.
Else /* this portion satisfies the i-th equation */

Find all possible combinations of 0s and 1s for
the variables in Si satisfying the i-th equation.

Insert the combinations into S by replicating the
combination for the variables marked B.

End if

Step-5: In the i-th equation the variables marked A are changed to B. If
any variable marked B has only one value (0 or 1), use the mark
C for it and rewrite the system accordingly.

Step-6: Let b be the size of the solution set. For each cell (u, v)

Compute : Puv =
{
xuv when xuv is marked C
cuv

b when xuv is marked B

/* Note that no variable remains marked A at the end of computa-
tion as each variable is seen by at least one sensor. */

Step-7: End.

4 Analysis of the Algorithm

The first step in the algorithm take O(mn) time. Steps 2, 3 and 5 take O(1) time.
Step 4 is repeated for each solution. Therefore, Step 4 has the time complexity of
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O(thenumber of solutions in the solution set). Step2 throughStep5will be repeated
p times (where p is the number of sensors). Step 6 takes another O(mn) time.

The time complexity of the algorithm is

O(mn+ p× {the number of solutions in the solution set}).

If p = O(mn) the time complexity of the algorithm becomes

O(mn× {the number of solutions in the solution set}).

Traditional methods solve the system in O(mnp) time when the number
of solution is unique. In case of unique solution, the time complexity of our
algorithm becomes O(mn).

5 Simulation Results

We simulated our algorithm on a computer and counted the number of opera-
tions. The results are shown in Tables 1. For convenience, we use the following
symbols in the tables: m, n and p denote the numbers of rows, columns and
sensors in the grid field respectively. For an m × n grid, AvgSol and MaxSol
denote the expected and maximum number of solutions to the system. OpCount
and MaxOp indicate the expected and maximum number of operations (compar-
ison operations to check the validity as mentioned in the step 4 in the algorithm)
to solve the system.

We note that the simulation results are consistent with our analysis. Though
there can be a large number of operations in the worst case (MaxOp), the average
operation count (OpCount) is far lower than that. The number of operations
increases as the density of sensors goes down. That can be attributed to the fact
that lower sensor density leads to higher number of cells on which we cannot
make a definite conclusion.

Table 1. Results for p = 70% of mn

m n p AvgSol mn ×
AvgSol

mnp ×
AvgSol

OpCount MaxSol mn ×
MaxSol

mnp ×
MaxSol

MaxOp

3 2 6 3 20 124 81 8 48 288 174
4 4 13 1 21 280 288 4 64 832 814
7 6 31 2 117 3645 1952 16 672 20832 6508
8 8 46 2 166 7654 4728 16 1024 47104 27203
10 9 65 1 175 11407 4845 8 720 46800 34673
11 10 79 4 522 41277 24573 24 2640 208560 273293
12 11 94 4 561 52734 13933 36 4752 446688 177720
12 12 102 9 1418 144676 78822 128 18432 1880064 696576
13 12 111 27 4227 469263 73315 456 71136 7896096 914846
14 13 129 4 846 109172 28901 48 8736 1126944 185601
15 15 159 5 1248 198551 114626 48 10800 1717200 903595
16 15 170 12 2880 489600 45547 128 30720 5222400 254950
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6 Conclusion

The technique, proposed in this paper, considers only the location of a sensor
the number of objects in its locality. The required hardware for this would be
far simpler than those for distance or angle estimation. The proposed algorithm
takes time of the order of the number of cells in the grid times the number of
different solutions to the system. A careful selection of data structure can achieve
better time complexity.

A sensor may consult with neighboring nodes to reduce the data for com-
munication over the network. Our Algorithm is devised for a Sensor Grid and
in future we plan to devise techniques for object location in an arbitrary sensor
field. One can also address the problem of object location when the cells can
contain multiple objects or the sensors or objects are mobile.
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Abstract. Password authentication is a technique to verify the legality
of a user to prevent any kind of possible malicious depredations. The
technique is regarded as one of the most convenient methods for remote
user authentication. In 1981, Lamport introduced the first well-known
password-based remote user authentication scheme. Since then many
static login-ID based remote user authentication schemes have been pro-
posed. The problem of static login-ID based remote user authentication
technique is that it cannot restrict the registered users from distribution
of their login-IDs to unregistered users. Additionally, the adversary can
impersonate a valid login on intercepting the static login-ID and other
login request’s parameters. In this paper, we present a dynamic login-
ID based remote user authentication scheme using smart cards. In our
scheme, the remote system receives a dynamic login-ID for every login
request and decides whether the login request is valid or not. On em-
ploying dynamic login-ID in each login session, the scheme prevents the
adversary from forged login-ID attacks. The use of smart card restricts
the registered users from distribution of their login-IDs and avoids the
scenario of many logged in users with the same login-ID. One of the
prominent applications of the scheme is digital library. The scheme uses
RSA and one-way hash function for secure login request generation and
verification. The remote system of the scheme does not maintain any
passwords or verifier table for validation of the login request. Moreover,
the scheme provides a flexible password change option, where users can
change their passwords at any time without any assistance from the re-
mote system.
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Abstract. Due to huge popularity of wireless service, public transport ve-
hicles (PTV) might provide wireless Internet service through Mobile Local
Area Network (MLAN) where mobile router (MR) is the main controlling
element. MR can ask necessary resources to cellular base stations so that
it can provide the guaranteed service of on-board users. The other users,
non-PTV users, might observe variations of available resource in the cel-
lular networks. If the admission control is performed by using the current
available resource information then the network might see huge call inter-
ruption ratio (CIR) whenever the available resource for non-PTV users
decrease. Therefore, it is necessary to propose an efficient admission con-
trol algorithm for these networks. In this paper, we propose a probabilistic
admission control (PAC) algorithm for providing guaranteed service to
PTV calls and reducing fluctuation in the wireless networks. Admission
control is applied only for non-PTV calls not PTV calls. The admission
decision of non-PTV calls depends not only current traffic conditions such
as available resource but also admission probability. We have proposed
two call interruption thresholds: max and min. If the observed CIR is less
than min then admission probability is 1. On the other hand, if the ob-
served CIR is greater than max then admission probability is 0. If the CIR
is between min and max then admission probability will be in between 0
and 1. The relationship between CIR and admission probability is linear.
Our scheme tries to serve PTV calls even by interrupting one or more
non-PTV calls. The performance of this algorithm is evaluated through
discrete event simulation. The arrival process of non-PTV and PTV calls
is Poisson. Each non-PTV call needs one Bandwidth Unit (BU), and the
PTV calls need different number of BUs at different time. The perfor-
mance metrics of our scheme are CBP of PTV, CBP of non-PTV, CIR,
and fluctuation in terms of total serving calls. Simulation results show
that CIR can be maintained precisely between min and max. Moreover,
the proposed algorithm can provide the guaranteed service to PTV calls,
minimize CBP of non-PTV calls, and minimize fluctuation. Results also
show that there is a trade off between CIR and CBP of non-PTV calls.
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Abstract. Network security is one of the major concerns of modern organiza-
tions. Precise and accurate detection of attacks need modern tools which utilize 
past data and current trends to evaluate the situation under consideration. Data 
mining techniques like rule induction, neural networks, genetic algorithm, 
fuzzy logic and rough sets have been used for classification and pattern recog-
nition of attacks. Zhu et al.♦ have compared the different data mining methods 
in the context of intrusion detection and have shown that rough sets holds an 
edge over the neural network. In this paper we have shown that genetic algo-
rithm based learning mechanism can improve the performance of neural net-
work. The comparison shows that this method performs as efficiently as the 
rough set method if not better. But the variance in both these methods is sig-
nificantly high, which is an undesirable system characteristic. To gain accuracy 
and precision we propose rough-neuro approach, a robust hybrid technique for 
intrusion detection. The worst case scenario analysis demonstrates the suprem-
acy of the hybrid approach. Statistical analysis confirms the precision of the 
hybrid rough-neuro over rough sets and genetic algorithm based neural net-
works. We have evaluated by comparing against the current best known meth-
ods of intrusion detection. The paper goes on to statistically show that there is 
no significant difference in the average efficiency of these methods. However, 
the variation of rough-neuro method is significantly less than that of the other 
two methods at 99% confidence level. The rough neuro method outperforms 
the other methods with respect to the worst case efficiency and standard devia-
tion and hence should be the chosen one in intrusion detection systems.  

                                                           
♦ D. Zhu, G. Premkumar, X. Zhang, and C.H.Chu, Data mining for intrusion detection: A 

comparison of alternative methods, Decision Sciences, 32(4): 635-660, 2001. 
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Abstract. Distance computation is the key to the design of several adaptive 
location management schemes (distance-based, speed-based etc.) for cellular 
mobile networks. Distance can be measured in terms of number of cells Mobile 
Unit (MU) is far from the last updated cell (LUC). Distance computation is a 
real challenge as updates are triggered by the mobile unit (MU), which does not 
have knowledge of the service area layout. A novel technique using Cell 
Identification Code (CIC-DIS) exists in literature, which encodes each cell with 
a 4-bit locally unique code. Considering hexagonal cells arranged in a 2-D 
rectangular grid, the cell in the ith row and jth column would have the code [i%3 
j%3] in binary. CIC-DIS coding works only for uniform 2-D grid of hexagonal 
cells. We propose an efficient direction based cell identification coding (CIC-
DIR) technique, which an enhancement of the CIC-DIS. In CIC-DIR each BS 
continuously broadcast through the downlink control channel in GSM a 
sequence of 4-bit codes according to the following rule:1st code contains the 
CIC of the cell to which the BS belongs. Next six codes contain CIC of its six 
neighbors in a certain order that is to be followed by all BSs. The 8th code in the 
sequence is a special code 1111, used only to delimit the sequence (should not 
be used as CIC). Each MU is required to store only the current cell CIC (c_cic) 
in memory. Whenever the MU moves to a new cell it first synchronizes with 
respect to the new sequence by identifying the delimiter code 1111, then checks 
the relative position of c_cic within the new sequence, say x. This x is identified 
as the side or direction with respect the last cell through which it moves. To 
compute distance, the cells surrounding the LUC are considered to be organized 
in several concentric rings with the LUC at the center. Therefore, it is obvious 
that the displacement value will be same as the ring number to which the new 
cell belongs. It is observed that the total set of cells Ctot in each ring can be 
divided in two subsets C222 and C321. The six sides in each cell can be divided in 
three subsets S+, S- and S0 transition through which causes distance value to be 
incremented by one, decremented by one and remain unchanged respectively. 
Cells belonging to subset C222 will have two side members each in S+, S- and S0, 
whereas cells belonging to subset C321 will have three side members in S+, one in 
S- and two in S0. It is observed that the Nth cell in Rth ring belongs to C321 if 
((N%R)==0). After each move the new ring number R’(distance value) will be 
equal to R+1, R-1or R depending on whether side x through which it moved 
belongs to S+, S- and S0 respectively, conditions for which are derived. The new 
cell number N’ can also be calculated from N and R easily after each move. The 
MU requires storing values of c_cic, N and R only. Thus the distance 
computation is simple and can be implemented with little additional overhead. 
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Abstract. Authentication is a process by which communicating entities
prove their identity. As per BAN logic[1], an important but not the only
goal of authentication between two entities A and B is to establish First
Level Belief and Second Level Belief.

A |≡ A ←−Kab−−−→ B , B |≡ B ←−Kab−−−→ A and

A |≡ B |≡ B ←−Kab−−−→ A , B |≡ A |≡ A ←−Kab−−−→ B

Though BAN logic has been very successful in finding security flaws in
many protocols, it still has got inherent weakness in protocol idealization
and logical postulates. This paper proposes some additional constructs to
enhance belief representation of logical postulates. The enhanced model
is used to formally analyze Neuman-Stubblebine protocol[2]. Formal anal-
ysis using enhanced postulates brought a design vulnerability in classi-
cal protocol into light. In Neuman-Stubblebine protocol, entities pass
the nonces unencrypted to server. If an eavesdropper can modify these
nonces, then it can force the entities not to accept the genuine key which
is distributed by server as session key.

This paper propose to symmetrically encrypt nonces along with other
session message constituents so as to thwart the attack that might be
launched against them. The enhanced logical postulates are used to prove
resistance of modified protocol against detected attack.
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Abstract. In this paper, we are providing a solution for an efficient and
up-to-date commuting planner for a public transport system used by
masses. Here, we present design and implementation features of a pro-
posed system to be used for planning a bus travel. This problem is rele-
vant to a large metropolitan city, like New Delhi, where local bus service
forms the life-line of the city. There are about 10,000 city buses running
on 814 routes on Delhi’s roads. Often, there are many ways to reach a
destination and often, commuters, even locals, do not possess knowledge
about most of these alternate routes. Also, buses do not adhere to their
schedules due to heavy traffic.Thus it becomes very difficult to remember
every possible way to reach a destination (considering that one may have
to break one’s journey and take another route to reach the destination).

Proposed BUSTRAP [1] solution aims at providing fairly accurate in-
formation about optimal way to reach a particular destination. Though
we have implemented BUSTRAP as an SMS service, it can easily be
adapted for other services like IVRS, WAP etc. stating one’s current lo-
cation and desired destination. The system will provide optimal ways to
reach that place by bus - telling exact bus routes and numbers to board/
change according to the bus movement on the city roads at that time. We
record location of buses at a few instances on the roads through sensors.
Our system finds their current location and speculates future locations
based on these real time records. We identify changeover points on a route
according to which a route plan would be formed.
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Abstract. The problem of computing spanning trees along with specific con-
straints is mostly NP-hard. Many approximation and stochastic algorithms which
yield a single solution, have been proposed. Essentially, the problem is multi-
objective in nature, and a major challenge to solve the problem is to capture
possibly all the (representative) equivalent and diverse solutions at convergence.
In this paper, we formulate the generic multi-objective spanning tree (MOST)
problem, and attempt to solve, in a novel way, with evolutionary algorithm (EA).
We consider, without loss of generality, edge-cost and diameter as the two objec-
tives. Since the problem is hard, and the Pareto-front is unknown, the main issue
in such problem-instances is how to assess the convergence. We use a multiob-
jective evolutionary algorithm (MOEA) that produces diverse solutions without
needing a priori knowledge of the solution space. We employ a distributed version
of the algorithm and generate solutions from multiple tribes in order to have some
approximation of the movement of the solution front. Since no experimental re-
sults are available for MOST, we consider two well known diameter-constrained
spanning tree algorithms and modify them, for fair comparison, to yield a near-
optimal solution-front. We observe that EA could provide superior solutions in
the entire-range of the Pareto-front, which none of the existing algorithms could
do.
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Abstract. The support for IP mobility has become very important with the in-
creasing growth of mobile applications. One of the key challenges for the de-
ployment of such wireless Internet infrastructure is to efficiently manage user 
mobility. Mobility is handled by Mobile IP at the network layer and Session 
Initiation Protocol at the application layer. The main aim of these schemes is to 
provide seamless connectivity for ongoing communications and to keep the 
handoff latency delay as less as possible. The delay constraint becomes even 
more crucial for real-time application. These schemes have various drawbacks 
associated with them.  The Mobile IP scheme has drawbacks like triangular 
routing, longer delays and the need for tunneling management. SIP solves the 
problems of triangular routing and tunneling, but it involves the time consum-
ing process of obtaining a new IP address from the DHCP server after the 
handoff.  

In this paper, we propose a hybrid scheme, MSIP, the integration of Mobile IP and 
SIP extracting the desirable features from these two schemes. MSIP reduces the 
handoff delay and results in better performance for real time applications. MSIP uses 
the call establishment of SIP. During the session, if the node roams into a new subnet, 
instead of the connection getting hung up till the node obtains a new IP address from 
a DHCP server, as it normally happens with SIP, the node uses Mobile IP ‘s tunneling 
scheme for transmission of packets. In MSIP we overcome the disadvantages of Mo-
bile IP and SIP.  As in Mobile IP, we are not tunneling the packets for the entire 
handoff session, but instead only till the node obtains a new IP address from the 
DHCP server. As in SIP, the communication is not hung up till the node obtains a 
new IP but instead for that period of time, Mobile IP’s tunneling is used.  

The Experimental results have shown a 0.3 sec reduction in handoff latency dis-
ruption time (i.e., the time taken to receive the first packet after the handoff occurs in 
the new subnet) than SIP.      
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Abstract. Large, heterogeneous computer networks with ever changing 
topology and size are typical environments today which network management 
systems struggle to control. Unexpected events occur frequently in these 
networks resulting in failure situation. In this paper we have developed a real 
implementation of web based network management tool named as ManageNet. 
It uses the mobile agent technology. The agents as well as the additional 
resources that they require reside on a web server. These agents decentralize 
processing thus distributing processing load and reducing the traffic around the 
management station. ManageNet provides for remote agent creation whereby 
network management tasks can be initiated by logging on to the web server 
from any node in the network. It is equipped with daemon services that allow 
initiation of network management task in absence of administrator. We 
suggested and examined the ways of improving dependability and flexibility of 
network management systems using ManageNet. 
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In Ad hoc On Demand Vector (AODV) routing protocol for Mobile Ad hoc
Networks (MANET), malicious nodes can easily disrupt the communication. A
malicious node that is not part of any route may launch Denial of Service (DoS)
Attack. Also once a route is formed, any node in the route may turn malicious
and may refrain from forwarding packets, modify them before forwarding or
may even forward to an incorrect intermediate node. Such malicious activities
by a misbehaving node cannot be checked for in pure AODV protocol. In this
paper, a proactive scheme is proposed to detect the above-mentioned malicious
activities.

A malicious node flooding the network with fake control packets, such as
RREQs (Route Requests) causes congestion in the network. The processing
of RREQ by the nodes in the network leads to further degradation in per-
formance of the network. This abnormal behaviour is handled in our scheme
by ensuring a fair distribution of resources among all contending neighbours.
Incoming RREQs are processed only if number of RREQs from the said neigh-
bour are below RREQ ACCEPT LIMIT. This parameter specifies a value that
ensures uniform usage of a node’s resources by its neighbors. Another thresh-
old RREQ BLACKLIST LIMIT determines whether a node is acting malicious
or not. If the number of RREQs go beyond RREQ BLACKLIST LIMIT then
the node is blacklisted and all requests from it are blocked temporarily. Thus,
isolating the malicious node.

Tampering of packets by a Malicious node in the route can be detected by
promiscuous listening by the other nodes that are part of the route. This type
of moral policing, done by the nodes, ensures detection of any mailcious activ-
ity taking place. To facililtate detection, extra information regarding route is
exchanged while route formation. This information contains the next-to-next-
hop (NTNH) information in addition to the usual next-hop information. This
information is used by a node to verify whether the next-hop node is forward-
ing the packets to the correct NTNH. This NTNH exchange is critical. To
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provide security to it, promiscuous listening is proposed during the route forma-
tion also.

The series of simulations reveal that the proposed scheme provides a
secured AODV routing protocol with minimal extra overhead as compared to
pure AODV protocol.
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The Grid community under the auspices of the Global Grid Forum is mov-
ing in the direction towards standardizing the Grid architecture. However, the
Grid standardization is an incremental process subject to continuous refactor-
ing. Although such enhancements in the Grid architecture will ultimately prove
beneficial for the entire Grid community, it imposes an undue overhead on the
application developers to continuously keep abreast with these changes. Moti-
vated by the need to provide an application development framework that shields
the Grid users and application developers from the technological complexities of
the Grid implementation, we present a suite of abstraction-based Grid execution
patterns. Applications using our framework can concentrate on their objectives
while being compatible with the latest Grid technologies.

The basic elements in our abstraction model are tasks and task graphs. A Grid
task represents a unit of work in our framework such as jobexecution, filetrans-
fer, or authentication. Hence, our model can support execution flows ordered
as a directed acyclic graphs (task graphs). The task graph is a checkpointable
entity facilitating fault-tolerance and mobility in execution flows. Three execu-
tion patterns are supported, namely, Handler-Execution, Resource-Execution,
and Broker-Execution. The Handler-Execution pattern is centered around the
capability provider attribute in a task. For every provider, there exists a handler
that performs the abstract-to-protocol mapping of the Grid tasks. The Handler-
Execution pattern forms the base pattern in our framework and is internally
utilized by other patterns. The Resource-Execution pattern aggregates several
Grid services into a single abstract Grid resource with a distinct scheduling pol-
icy for servicing its execution requests. Finally, the Broker-Execution pattern
combines several execution resources to form an abstraction of a Grid context.
It assigns a scheduling and brokering policy to the resource broker that behaves
as a match-maker mapping the submitted tasks to an appropriate execution
resource.

A prototype implementation of the abstraction model presented in this poster
is available as a part of the Java CoG Kit v4. In the current distribution, we have
implemented the Handler-Execution and Resource-Execution patterns. Ongoing
efforts are concentrating towards the implementation of the Broker-Execution
pattern. Our current implementation supports handlers for Globus Toolkit v2.4,
Globus Toolkit v3.0.2, v3.2.0, v3.2.1, and secure shell (SSH). Additonally, the
community has already shown that OGSI-based quality of service (QoS) aware
execution architecture, and Unicore are possible. The next step will include
developing support for GT4.
More Information: http://www.cogkit.org.

A. Sen et al. (Eds.): IWDC 2004, LNCS 3326, p. 543, 2004.
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